
Volume 8 : Issue 1. June 2010                                Listed in Ulrich's International Periodicals Directory, USA

ISSN No. : 0974-5513

Institute of Management Studies 

Dehradun 

ims

Journal of Information Technology

Research Papers

a bi-annual Journal

Security issues in Grid Computing

Munindra Kumar Singh, Saurabh Pal

Association Rules Modification for Sensitivity Without any Loss of other  Desired 

Information

Vibha Ojha, Anand Sharma

Comparative Performance Analysis of Load- Balanced Clustering in WirelessSensor 

Networks (WSNs)

Dr. Raj Kumar, Sharad Goyal

Emerging Trends in Software Engineering: Software as a Service

Ashwini Kumar, Vishu Tyagi

Rural / Mobile Telemedicine unit with Medical Image Processing  System: A proposed 

model for Uttarakhand

Dr. Durgesh Pant, Dr. M. K. Sharma, Anand Singh 

Binary Image Mapping for Digital Rights Management with Computer Graphics Theory, 

Practice and Approaches

Simab Hasan Rizvi, Aditya Kumar Gupta

Checkpointing Algorithm in Alchemi.NET

Neeraj Kumar Rathore, Dr. Inderveer Channa

Software Fault Tolerant Computing: An Introduction

Dr. K. C. Joshi

Client Technology Web Based Service Oriented Mobile Augmented Reality System 

Jatin Shah, Dr. Bijendra Agrawal

Design of Wireless Sensor Network Node on Zigbee for Motion Detection

Sanjay Singh, Rajesh Singh, Dr. Sukumar Ray Chaudhuri

Semantic Network In A Free-software Computer Operating System

Rajiv Nair, G. Nagarjuna, Arnab K. Ray



Copyright @ 2010 Institute of   Management Studies, Dehradun.

All rights reserved.

No part of  this publication may be reproduced or transmitted in any form or by any means, or stored in any retrieval system of  any nature 
without prior written permission. Application for permission for other use of  copyright material including permission to reproduce 
extracts in other published works shall be made to the publishers. Full acknowledgment of  author, publishers and source must be given.

The Editorial Board invites original, unpublished contributions in the form of  articles, case studies, research papers, and book reviews.

The views expressed in the articles are those of  the contributors and not necessarily of  the Editorial Board or the Institute.

Although every care has been taken to avoid errors or omissions, this publication is being sold on the condition and understanding that 
information given in this journal is merely for reference and must not be taken as having authority of  or binding in any way on the authors, 
editors, publishers and sellers who do not owe any responsibility for any damage or loss to any person, a purchaser of  this publication or 
not, for the result of  any action taken on the basis of  this work. All disputes are subject to Dehradun jurisdiction only.

Pragyaan : Journal of  Information Technology

Volume 8 : Issue 1.  June 2010

Patron Shri Amit Agarwal
Secretary
IMS Society, Dehradun

Chief  Editor Dr Pawan K Aggarwal
Director
Institute of  Management Studies, Dehradun

Editor Monika Chauhan 
Assistant Professor 
IMS, Dehradun

Editorial Advisory Board

Dr. D P Goyal
Prof. Information Management
MDI Gurgaon

Dr. Bansidhar Majhi
Head, CSE
National Institute of  Technology 
Rourkela

Dr. R K Sharma
Dean, Computer Science
Thapar University, Patiala

Ganesh Sivaraman
Product Marketing Manager
Mobile Software & Marketing 
Nokia

Dr. Shishir Kumar
Prof. & Head, CSE
Jaypee Institute of  Engineering and 
Technology, Guna

Dr. Sameer Saran
Scientist, Deptt. of  Geoinformatics
Indian Institute of  Remote Sensing 
Dehradun

Dr. Hardeep Singh
Prof. & Head, Computer Application
Guru Nanak Dev University 
Amritsar

Dinesh Tashildar
Asstt. Manager, Network & System
Cognizant Technologies Pvt. Ltd. 

Dr. G P Sahu
Asstt. Prof., School of  Management Studies
Moti Lal Nehru National Institute of  Technology 
Allahabad

Prof. I Husain
Deptt. of  Mathematics
Jaypee Institute of  Engineering & Technology 
Guna

Dr. Rajendra Kumar Gartia
Deptt. of  Mathematics
Sambhalpur University
Orissa

Prof. Rajiv Saxena
Head, ECE
Jaypee Institute of  Engineering & Technology  
Guna

Dr. Durgesh Pant
Head, Deptt. of  Comp. Applications
Kumaon University
Nainital

Dr. D S Hooda
Head, Deptt. of  Mathematics
Jaypee Institute of  Engineering & Technology
Guna

Dr. Nipur
Head, Deptt. of  Comp. Applications
Kanya Gurukul Mahavidyalaya Dehradun

Dr. Shishir Kumar
Head, CSE
Jaypee Institute of  Engineering & Technology
Guna

Dr. R K Sharma
Dean, Comp. Science
Thapar University
Patiala

Dr. Sameer Saran
Scientist
Indian Institute of  Remote Sensing

Dehradun

Panel of Referees 

Dr. Saurabh Pal
Deptt. of  Comp. Applications 
VBS Purvanchal University
Jaunpur

S Dimri
Head, Deptt. of  Comp. Applications
GEIT University
Dehradun

Dr. Vipin Tyagi
Asstt. Prof., CSE
Jaypee Institute of  Engineering & Technology
Guna

Dr. Shailendra Mishra
Head, IT
Dehradun Institute of  Technology
Dehradun

Dr. K C Joshi
Deptt. of  IT & Management
MJP Rohillkhand University
Bareilly

Prof. R Sukesh Kumar 
Deptt. of  CSE 
Birla Institute of  Technology
Mesra

Prof. K R Pardasani 
Head, Mathematics & Comp. Applications 
Maulana Azad National Institute of  Technology 
Bhopal

Prof. P K Panigrahi 
Indian Institute of  Science Research
Kolkata 
(Constituent of  IIT, Kharagpur)

Prof. R C Chakraborty 
Former Director, DRDO, DTRL

Dr. Ravinder Singh 
Deptt. of  CSE
MJP Rohillkhand University
Bareilly



Copyright @ 2010 Institute of   Management Studies, Dehradun.

All rights reserved.

No part of  this publication may be reproduced or transmitted in any form or by any means, or stored in any retrieval system of  any nature 
without prior written permission. Application for permission for other use of  copyright material including permission to reproduce 
extracts in other published works shall be made to the publishers. Full acknowledgment of  author, publishers and source must be given.

The Editorial Board invites original, unpublished contributions in the form of  articles, case studies, research papers, and book reviews.

The views expressed in the articles are those of  the contributors and not necessarily of  the Editorial Board or the Institute.

Although every care has been taken to avoid errors or omissions, this publication is being sold on the condition and understanding that 
information given in this journal is merely for reference and must not be taken as having authority of  or binding in any way on the authors, 
editors, publishers and sellers who do not owe any responsibility for any damage or loss to any person, a purchaser of  this publication or 
not, for the result of  any action taken on the basis of  this work. All disputes are subject to Dehradun jurisdiction only.

Pragyaan : Journal of  Information Technology

Volume 8 : Issue 1.  June 2010

Patron Shri Amit Agarwal
Secretary
IMS Society, Dehradun

Chief  Editor Dr Pawan K Aggarwal
Director
Institute of  Management Studies, Dehradun

Editor Monika Chauhan 
Assistant Professor 
IMS, Dehradun

Editorial Advisory Board

Dr. D P Goyal
Prof. Information Management
MDI Gurgaon

Dr. Bansidhar Majhi
Head, CSE
National Institute of  Technology 
Rourkela

Dr. R K Sharma
Dean, Computer Science
Thapar University, Patiala

Ganesh Sivaraman
Product Marketing Manager
Mobile Software & Marketing 
Nokia

Dr. Shishir Kumar
Prof. & Head, CSE
Jaypee Institute of  Engineering and 
Technology, Guna

Dr. Sameer Saran
Scientist, Deptt. of  Geoinformatics
Indian Institute of  Remote Sensing 
Dehradun

Dr. Hardeep Singh
Prof. & Head, Computer Application
Guru Nanak Dev University 
Amritsar

Dinesh Tashildar
Asstt. Manager, Network & System
Cognizant Technologies Pvt. Ltd. 

Dr. G P Sahu
Asstt. Prof., School of  Management Studies
Moti Lal Nehru National Institute of  Technology 
Allahabad

Prof. I Husain
Deptt. of  Mathematics
Jaypee Institute of  Engineering & Technology 
Guna

Dr. Rajendra Kumar Gartia
Deptt. of  Mathematics
Sambhalpur University
Orissa

Prof. Rajiv Saxena
Head, ECE
Jaypee Institute of  Engineering & Technology  
Guna

Dr. Durgesh Pant
Head, Deptt. of  Comp. Applications
Kumaon University
Nainital

Dr. D S Hooda
Head, Deptt. of  Mathematics
Jaypee Institute of  Engineering & Technology
Guna

Dr. Nipur
Head, Deptt. of  Comp. Applications
Kanya Gurukul Mahavidyalaya Dehradun

Dr. Shishir Kumar
Head, CSE
Jaypee Institute of  Engineering & Technology
Guna

Dr. R K Sharma
Dean, Comp. Science
Thapar University
Patiala

Dr. Sameer Saran
Scientist
Indian Institute of  Remote Sensing

Dehradun

Panel of Referees 

Dr. Saurabh Pal
Deptt. of  Comp. Applications 
VBS Purvanchal University
Jaunpur

S Dimri
Head, Deptt. of  Comp. Applications
GEIT University
Dehradun

Dr. Vipin Tyagi
Asstt. Prof., CSE
Jaypee Institute of  Engineering & Technology
Guna

Dr. Shailendra Mishra
Head, IT
Dehradun Institute of  Technology
Dehradun

Dr. K C Joshi
Deptt. of  IT & Management
MJP Rohillkhand University
Bareilly

Prof. R Sukesh Kumar 
Deptt. of  CSE 
Birla Institute of  Technology
Mesra

Prof. K R Pardasani 
Head, Mathematics & Comp. Applications 
Maulana Azad National Institute of  Technology 
Bhopal

Prof. P K Panigrahi 
Indian Institute of  Science Research
Kolkata 
(Constituent of  IIT, Kharagpur)

Prof. R C Chakraborty 
Former Director, DRDO, DTRL

Dr. Ravinder Singh 
Deptt. of  CSE
MJP Rohillkhand University
Bareilly



From the Chief  Editor

It is with much joy and anticipation that we present the June 2010 issue of  our journal with the 
change in title- Pragyaan: Journal of  Information Technology. We would like to extend a very warm 
welcome to the readership of  Pragyaan: Journal of  Information Technology. We take this opportunity 
to thank our authors, editors and reviewers, all of  whom have volunteered to contribute to the success 
of  the journal. 

Pragyaan: Journal of  Information Technology is committed to rapid dissemination of  high 
quality research in IT that can help us meet the challenges of  the 21st century. The Journal strives to seek 
ways to harness the power of  technology to meet some of  real world challenges, and to provide 
substance for making informed judgments on important matters. We welcome contributions that can 
demonstrate near-term practical usefulness, particularly contributions that take a multidisciplinary/ 
convergent approach because many real world problems are complex in nature. 

The academically peer refereed Pragyaan: Information Technology encourages authors to 
develop and publish quality papers that address various facets of  Information Technology in a balanced 
manner. Selecting quality papers for publication in our Journal is indeed a tough task. We thank our 
panel of  referees for the time and thought invested by them into the papers and for giving us sufficient 
insights to ensure the quality of  papers published in Pragyaan: JoIT. Thanks are also due to the members 
of  our Editorial Board and Faculty of  IT, whose valuable suggestions and continuous support has 
helped us to achieve a level of  professional identity and competence. We are thankful to Col. Nawal 
Khosla for his editorial remarks on some of  the papers. 

We do our best to oversee a review and decision-making process in which we invite appropriate 
individuals to review each paper and encourage them to provide timely, thoughtful, constructive, and 
diplomatic critiques.  We work towards integrating reviewers' feedback along with our own insights into 
the final decision and craft fair and balanced action that acknowledges the strengths of  the manuscript, 
address areas for improvement, and clearly convey the editorial decision and its rationale. We  welcome 
comments and suggestions for further improvement in quality of  the journal. 

We wish to encourage more contributions from the scientific community and industry 
practitioners to ensure a continued success of  the journal. 

We hope our readers would find Pragyaan: Journal of  Information Technology informative.

Dr. Pawan Kumar Aggarwal
Director
IMS, Dehradun
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Security Issues in Grid Computing

Munindra Kumar Singh*
Saurabh Pal*

ABSTRACT

A Computational Grid is a collection of  heterogeneous computers and resources spread across multiple administrative 
domains (Virtual Organizations) with the intent of  providing users easy access to these resources. There are many ways to access the 
resources of  a Computational Grid, each with unique security requirements and implications for both the resource user and the 
resource provider. A comprehensive set of  Grid usage scenarios is presented and analyzed with regard to security requirements such as 
authentication, authorization, integrity, and confidentiality.  A broader goal of  these scenarios is to increase the awareness of  security 
issues in Grid Computing. These scenarios are designed to provide guidance for the Grid user, the Grid application developer, and the 
Grid resource provider.

Keywords: VOs, QoS, DoS, VPN, SNMP.

*  Dept. of  MCA VBS Purvanchal University, Jaunpur   

1. Introduction

The term “Grid” refers to systems and 
applications that integrate and manage resources and 
services distributed across multiple control domains 
[1]. Pioneered in an e-science context, Grid 
technologies are also generating interest in industry, as 
a result of  their apparent relevance to commercial 
distributed-computing applications [2].

A common scenario within Grid computing 
involves the formation of  dynamic “virtual 
organizations” (VOs) [3] comprising groups of  
individuals and associated resources and services 
united by a common purpose but not located within a 
single administrative domain. The need to support the 
integration and management of  resources within VOs 
introduces challenging security issues [4]. For a variety 
of  issues relating to certification, group membership, 
authorization, and the like, the relationships among 
participants in VOs represent an overlay with respect 
to the relationships existing between those 
participants and their parent organizations. This 
overlay exists both in terms of  trust and with respect 
to the security mechanisms and policies in place at 
those parent organizations.

This paper focus on the different security issues 
in a Grid computing. The grid security issues can be 

categorized into three main categories: architecture 
related issues, infrastructure related issues, and 
management related issues as shown in Fig 1.

 

2. Architecture Related Issues

Architecture level issues address the concern of  
the grid system as a whole [5]. Issues like Information 
security, authorization, and service level security.

2.1 Information Security

This security is related to the information 
exchanged between hosts and users. The grid 
information level security issues can be further 
subdivided:

Fig 1. Grid Security Issues

Security issues in Grid Computing
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Secure communication 
Authentication 
Issues concerning single sign on and delegation 
[6].

 Secure communication issues include those 
security concerns that arise during the communication 
between two entities. These include confidentiality 
and integrity issues. Confidentiality indicates that all 
data sent by user should be accessible to only 
“legitimate” receivers, and integrity indicates that all 
data received should only be sent by “legitimate” 
senders. There are also issues related to 
authentication, where the identities of  entities 
involved in the overall process can be accurately 
asserted. These are critical issues in all areas of  
computing and communication and become more 
critical in grid computing because of  the 
heterogeneous and distributed nature of  the entities 
involved there. In addition to secure communication 
features, users are also concerned about single sign on 
capability provided by the grid computing 
infrastructure.

2.2. Authorization

Another important security issue is that of  
authorization [7]. Like any resource sharing system, 
grid systems also require resource specific and system 
specific authorizations. It is most important for a 
system where the resources are shared between 
multiple departments or organizations, and 
department wide resource usage patterns are pre-
defined. Each department can internally have user 
specific resource authorization also. The 
authorization system can be mainly divided into two 
categories:

VO Level Systems 
Resource Level Systems.

  VO level Systems have a centralized 
authorization system which provides credentials for 
the users to access the resources. Resource level 
authorization systems, on the other hand, allow the 
users to access the resources based on the credentials 
presented by users.

2.3. Service Security

One of  the most important security threats 
existing in any infrastructure is the malicious service 
disruption created by adversaries. Many such 

examples exist in the Internet space where servers and 
networks are brought down by a huge amount of  
network traffic and users are denied the access to a 
certain Internet based service. Since grid computing 
deployment has not reached the “critical mass” yet, 
the service level attacks are also currently nonexistent. 
However, with the grid computing poised for a huge 
growth in the next few years, this area should be 
looked upon with utmost concern by the grid security 
experts. The grid service level security issues can be 
further subdivided into two main types: 

Quality-of- Service (QoS) Violation Issue
Denial-of-Service(DoS) Issue

    The first issue is about the forced QoS 
violation by the adversary through congestion, 
delaying or dropping packets, or through resource 
hacking. The second one is more dangerous where the 
access to a certain service is denied.

3. Infrastructure Related Issues      

A grid infrastructure consists of  grid nodes 
and the communication network. The security issues 
related to the Grid infrastructure are also of  utmost 
importance.

3.1  Host Security Issues  

Host level security issues are those issues that make a 
host apprehensive about affiliating itself  into the grid 
system. The main sub issues here are:

Data Protection
Job Starvation 

         Whenever a host is affiliated to the grid, one of  
the chief  concerns is regarding the protection of  the 
already existing data in the host. The host submitting 
the job may be untrusted or unknown to the host 
running job. To the host running the job, the job may 
well be a virus or worm which can destroy the system.  
This is called the Data protection issue. Job starvation 
refers to a scenario where jobs originating locally are 
deprived of  resources by alien jobs scheduled on the 
host as part of  the grid system.

3.2 Network Security Issue  

In the context of  grid computing, network 
security issue assumes significant importance mainly 
due to the heterogeneity and high speed requirements 
of  many grid applications [8]. Moreover the grid 
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inherits some of  the generic network issues also. 
Access control and isolation are important 
requirements for traffic flowing through the grid 
networks. In this area, integration of  grid 
technologies assumes significance. Routing of  
packets in networks based on routing tables is a 
specific network issue. Multicasting is an efficient 
means of  information dissemination and may assume 
importance for grid networks in the future. 

4. Management Related Issues

The grid management is important as the grid 
is heterogeneous in nature and may consist of  
multiple entities, components, users, domains, 
policies, and stake holders. The different management 
issues that grid administrators are worried about are 
credential management, trust management, and 
monitoring related issues.

4.1 Credential Management  

Management of  credentials becomes very 
important in a grid context as there are multiple 
systems which require varied credentials to access 
them. Credential management systems store and 
manage the credentials for a variety of  system and 
users can access them according to their needs. This 
mandates for specific requirements from the 
credential management system. For typical grid 
credential management systems mechanisms should 
be provided to obtain the initial credentials. This is 
called the initiation requirement. Similarly, secure and 
safe storage of  credentials is equally important. A few 
other requirements which are important for grid 
system are translation, delegation, and control of  the 
credentials. Based on the above requirements, 
credential management systems are mainly of  two 
types: credential repositories or credential storage 
systems. The first set of  systems are responsible for 
storing credentials while the second set of  systems are 
responsible for  sharing credentials across multiple 
systems or domains. 

4.2 Trust Management 

Another important management issue which 
needs to be addressed is the issue of  managing trust.  
Trust is the multi-dimensional factor which depends 
on a host of  different components like reputation of  
an entity, policies, and opinions about the entity. 
Managing trust is crucial in a dynamic grid scenario 

where grid nodes and users join and leave the system. 
The trust life cycle is composed of  mainly three 
different phases:

Trust creation phase
Trust negotiation phase
Trust management phase

   The trust creation phase generally is done 
before any trusted group is formed, and it includes 
mechanism to develop trust functions and trust 
policies. Trust negotiation, on the other hand, is 
activated when a new untrusted system joins the 
current distributed system or group. The third phase, 
or the trust management phase, is responsible for 
recalculating the trust values based on the transaction 
information, distribution or exchange of  trust related 
information, updating and storing the information in a 
centralized or in a distributed manner.

4.3 Monitoring 

Monitoring is the third and most important 
management issue that needs to be tackled in a grid 
scenario. Monitoring of  resources is essential in grid 
scenarios primarily for two reasons. Firstly, different 
organizations or departments can be charged based on 
their usage. Secondly, resource related information 
can be logged for auditing or compliance purposes. 
The different stages of  monitoring are:

Data collection 
Data processing
Data transmission
Data storage 
Data presentation

The data collection stage involves collecting 
data through different sensors located at different 
collection points. The gathered data can be static in 
nature like network topology, machine configuration, 
or dynamic like CPU and memory utilization, system 
load, etc. The data processing stage processes and 
filters the data based on different policies and criteria 
from the data collected from the sensors. The 
transmission stage involves the transmission of  
collected and processed data to the different entities 
interested. Transmission involves sending the data in a 
format understood by other parties over a 
transmission medium, for example the network. There 
may be a need for storage of  gathered and processed 
data for future references which is carried out in the 

data storage stage. Finally, the data presentation stage 
presents the data in formats understood by the 
different interested entities. 

4.3.1 Different Monitoring systems

Different monitoring systems available can be 
broadly categorized into system based, cluster based, 
and grid based monitoring systems.

System Level:  The system level monitors 
collect and communicate information about 
standalone systems or networks. For networks 
monitoring, Simple Network Management Protocol 
(SNMP) is an example for managing and monitoring 
network devices. 

Cluster Level:  The cluster level monitoring 
systems are generally homogeneous in nature and 
require deployments across a set of  clusters for 
monitoring purposes.

Grid Level: Grid level monitoring systems 
are much more flexible than other monitoring systems 
and can be deployed on top of  other monitoring 
systems. Many of  the grid level monitoring systems 
provide standards and interfaces for interfacing, 
querying, and displaying information in standard 
formats.     

5.  Conclusions

Grid computing is an interesting and high 
potential solution for most enterprises. However, 
security is one of  the major impediments in 
widespread grid adoption. In this paper, we discuss 
different security issues in a Grid computing. The grid 
security issues can be categorized into three main 
categories: architecture related issues, infrastructure 
related issues, and management related issues. Each 
scenario in this paper is designed to provide guidance 
for the Grid user, the Grid application developer, and 
the Grid resource provider.
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inherits some of  the generic network issues also. 
Access control and isolation are important 
requirements for traffic flowing through the grid 
networks. In this area, integration of  grid 
technologies assumes significance. Routing of  
packets in networks based on routing tables is a 
specific network issue. Multicasting is an efficient 
means of  information dissemination and may assume 
importance for grid networks in the future. 

4. Management Related Issues

The grid management is important as the grid 
is heterogeneous in nature and may consist of  
multiple entities, components, users, domains, 
policies, and stake holders. The different management 
issues that grid administrators are worried about are 
credential management, trust management, and 
monitoring related issues.

4.1 Credential Management  

Management of  credentials becomes very 
important in a grid context as there are multiple 
systems which require varied credentials to access 
them. Credential management systems store and 
manage the credentials for a variety of  system and 
users can access them according to their needs. This 
mandates for specific requirements from the 
credential management system. For typical grid 
credential management systems mechanisms should 
be provided to obtain the initial credentials. This is 
called the initiation requirement. Similarly, secure and 
safe storage of  credentials is equally important. A few 
other requirements which are important for grid 
system are translation, delegation, and control of  the 
credentials. Based on the above requirements, 
credential management systems are mainly of  two 
types: credential repositories or credential storage 
systems. The first set of  systems are responsible for 
storing credentials while the second set of  systems are 
responsible for  sharing credentials across multiple 
systems or domains. 

4.2 Trust Management 

Another important management issue which 
needs to be addressed is the issue of  managing trust.  
Trust is the multi-dimensional factor which depends 
on a host of  different components like reputation of  
an entity, policies, and opinions about the entity. 
Managing trust is crucial in a dynamic grid scenario 

where grid nodes and users join and leave the system. 
The trust life cycle is composed of  mainly three 
different phases:

Trust creation phase
Trust negotiation phase
Trust management phase

   The trust creation phase generally is done 
before any trusted group is formed, and it includes 
mechanism to develop trust functions and trust 
policies. Trust negotiation, on the other hand, is 
activated when a new untrusted system joins the 
current distributed system or group. The third phase, 
or the trust management phase, is responsible for 
recalculating the trust values based on the transaction 
information, distribution or exchange of  trust related 
information, updating and storing the information in a 
centralized or in a distributed manner.

4.3 Monitoring 

Monitoring is the third and most important 
management issue that needs to be tackled in a grid 
scenario. Monitoring of  resources is essential in grid 
scenarios primarily for two reasons. Firstly, different 
organizations or departments can be charged based on 
their usage. Secondly, resource related information 
can be logged for auditing or compliance purposes. 
The different stages of  monitoring are:

Data collection 
Data processing
Data transmission
Data storage 
Data presentation

The data collection stage involves collecting 
data through different sensors located at different 
collection points. The gathered data can be static in 
nature like network topology, machine configuration, 
or dynamic like CPU and memory utilization, system 
load, etc. The data processing stage processes and 
filters the data based on different policies and criteria 
from the data collected from the sensors. The 
transmission stage involves the transmission of  
collected and processed data to the different entities 
interested. Transmission involves sending the data in a 
format understood by other parties over a 
transmission medium, for example the network. There 
may be a need for storage of  gathered and processed 
data for future references which is carried out in the 

data storage stage. Finally, the data presentation stage 
presents the data in formats understood by the 
different interested entities. 

4.3.1 Different Monitoring systems

Different monitoring systems available can be 
broadly categorized into system based, cluster based, 
and grid based monitoring systems.

System Level:  The system level monitors 
collect and communicate information about 
standalone systems or networks. For networks 
monitoring, Simple Network Management Protocol 
(SNMP) is an example for managing and monitoring 
network devices. 

Cluster Level:  The cluster level monitoring 
systems are generally homogeneous in nature and 
require deployments across a set of  clusters for 
monitoring purposes.

Grid Level: Grid level monitoring systems 
are much more flexible than other monitoring systems 
and can be deployed on top of  other monitoring 
systems. Many of  the grid level monitoring systems 
provide standards and interfaces for interfacing, 
querying, and displaying information in standard 
formats.     

5.  Conclusions

Grid computing is an interesting and high 
potential solution for most enterprises. However, 
security is one of  the major impediments in 
widespread grid adoption. In this paper, we discuss 
different security issues in a Grid computing. The grid 
security issues can be categorized into three main 
categories: architecture related issues, infrastructure 
related issues, and management related issues. Each 
scenario in this paper is designed to provide guidance 
for the Grid user, the Grid application developer, and 
the Grid resource provider.
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Association Rules Modification for Sensitivity Without any
Loss of  Other Desired Information

ABSTRACT

One known fact which is very important in data mining is discovering the association rules from database of  transactions where each 
transaction consists of  a set of  items. In this paper we discuss confidentiality issues of  a broad category of  association rules. Two important terms 
support and confidence are associated with each of  the association rules. Actually any rule is called as sensitive if  its disclosure risk is above a 
certain privacy threshold. Sometimes we do not want to disclose sensitive rules to the public because of  confidentiality purposes. There are many 
approaches to hide certain association rules which take the support and confidence as a base for algorithms ([1], [2], [6], [7] and many more).                              

   Our work has the basis of  reduction of  support and confidence of  sensitive rules but in our work we are not editing or disturbing 
the given database of  transactions rather we are introducing some new terms for the purpose of  hiding the sensitive information. These new 
terms are Mconfidence (modified confidence), Msupport (modified support) and Hiding counter. Our algorithm uses some modified 
definition of  support and confidence so that it would hide any desired sensitive association rule without any side effect.

Vibha Ojha* 
Anand Sharma**

*IITM, Gwalior      
**MEC, Bikaner

1. Introduction

Securing information against unauthorized 
access is an important goal of  database security and 
privacy communities. As we know that data mining is a 
process of  discovering the useful and hidden 
information from large database. Privacy is a term 
which is associated with this data mining task so that 
we are able to hide some sensitive information which 
we don't want to disclose to the public. So the concept 
privacy preserving data mining is the process of  
preserving personal information from data mining 
algorithms. Actually any given specific rules to be 
hidden, many approaches for hiding association, 
classification and clustering rules have been proposed. 
However, to specify hidden rules, entire data mining 
process needs to be executed. For some applications, 
we are only interested in hiding certain sensitive 
predicative rules that contain given items. In our work, 
we assume that we have given only sensitive items and 
propose our algorithms to modify data (by 
introducing some additional terms) in database so that 
sensitive predicative rules containing sensitive items 
on the left hand side of  rule cannot be inferred 
through association rule mining.                                            

Our approach is based on modifying the 
database in a way that confidence of  the association 
rule (which contain sensitive data item) can be 
reduced. As the confidence of  the sensitive rule is 
reduced below a specified threshold, it is hidden or we 
can say it will not be disclosed. It is shown that our 
approach requires less number of  databases scanning 
and is comparatively simple. But main thing in our 
approach is that we are introducing slightly modified 
definition of  support and confidence which we 
explain in a later section.   

    In our discussion, database modification 
term relates our concept in which we are not 
disturbing or editing the given database of  
transactions, rather we are introducing some new 
terms with the help of  which we are able to hide the 
association rules which contain sensitive elements on 
the left hand side. In order to hide association rules 
there are two strategies which have been used till now. 
These two strategies are:

1. Increase the support of  the item which is on 
the left hand side of  the rule (ISL).

2. Decrease the support of  the item which is on 
the right hand side of  the rule (DSR).                             
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Association Rules Modification for Sensitivity Without any
Loss of  Other Desired Information

ABSTRACT

One known fact which is very important in data mining is discovering the association rules from database of  transactions where each 
transaction consists of  a set of  items. In this paper we discuss confidentiality issues of  a broad category of  association rules. Two important terms 
support and confidence are associated with each of  the association rules. Actually any rule is called as sensitive if  its disclosure risk is above a 
certain privacy threshold. Sometimes we do not want to disclose sensitive rules to the public because of  confidentiality purposes. There are many 
approaches to hide certain association rules which take the support and confidence as a base for algorithms ([1], [2], [6], [7] and many more).                              

   Our work has the basis of  reduction of  support and confidence of  sensitive rules but in our work we are not editing or disturbing 
the given database of  transactions rather we are introducing some new terms for the purpose of  hiding the sensitive information. These new 
terms are Mconfidence (modified confidence), Msupport (modified support) and Hiding counter. Our algorithm uses some modified 
definition of  support and confidence so that it would hide any desired sensitive association rule without any side effect.

Vibha Ojha* 
Anand Sharma**

*IITM, Gwalior      
**MEC, Bikaner

1. Introduction

Securing information against unauthorized 
access is an important goal of  database security and 
privacy communities. As we know that data mining is a 
process of  discovering the useful and hidden 
information from large database. Privacy is a term 
which is associated with this data mining task so that 
we are able to hide some sensitive information which 
we don't want to disclose to the public. So the concept 
privacy preserving data mining is the process of  
preserving personal information from data mining 
algorithms. Actually any given specific rules to be 
hidden, many approaches for hiding association, 
classification and clustering rules have been proposed. 
However, to specify hidden rules, entire data mining 
process needs to be executed. For some applications, 
we are only interested in hiding certain sensitive 
predicative rules that contain given items. In our work, 
we assume that we have given only sensitive items and 
propose our algorithms to modify data (by 
introducing some additional terms) in database so that 
sensitive predicative rules containing sensitive items 
on the left hand side of  rule cannot be inferred 
through association rule mining.                                            

Our approach is based on modifying the 
database in a way that confidence of  the association 
rule (which contain sensitive data item) can be 
reduced. As the confidence of  the sensitive rule is 
reduced below a specified threshold, it is hidden or we 
can say it will not be disclosed. It is shown that our 
approach requires less number of  databases scanning 
and is comparatively simple. But main thing in our 
approach is that we are introducing slightly modified 
definition of  support and confidence which we 
explain in a later section.   

    In our discussion, database modification 
term relates our concept in which we are not 
disturbing or editing the given database of  
transactions, rather we are introducing some new 
terms with the help of  which we are able to hide the 
association rules which contain sensitive elements on 
the left hand side. In order to hide association rules 
there are two strategies which have been used till now. 
These two strategies are:

1. Increase the support of  the item which is on 
the left hand side of  the rule (ISL).

2. Decrease the support of  the item which is on 
the right hand side of  the rule (DSR).                             
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For each rule R like containing x on LHS
{
//Check whether Mconfidence of  the rule 
//goes below MCT or not.
While (Mconfidence (R)>=MCT)
// increase the hiding counter of  
// rule R by 1
{
Hiding_counter(R)=Hiding_counter(R)+1
}
}
}

End of  procedure: Output the rules which do not 
contain sensitive elements on the left hand side.

4.2 Example 

Suppose we have given a database of  
transactions [7] as below   

           TID      Items      
           T1       ABD
           T2       B
           T3       ACD
       T4      AB
           T5      ABD

We have also given a MST of  60% and a MCT 
of  70%. We can see four association rules can be 
found as below

AB → (60%, 75%)

BA→ (60%, 75%)

AD → (60%, 75%)

DA → (60%, 100%)

Now we have to hide D and B.

4.2.1 By previous methods: We can see that by 
simple ISL algorithm if  we want to hide D and B, we 
check it by modifying the transaction T2 from B to BD 

(i.e. from 0100 to 0101) we can not hide the rule D → A.

T1       ABD               1101
T2       B                     0100
T3       ACD               1011     
T4       AB                  1100
T5       ABD               1101
 

So by above explanation we can see that rule 

D→A can not be hidden by ISL approach because by 
modifying T2 from B to BD (i.e. from 0100 to 0101) rule 
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D→A will have support and confidence 60% and 75% 
respectively. Now we will check it by DSR approach.

             T1       ABD               1101
T2       B                     0101  
T3       ACD               1011
T4       AB                  1100
T5       ABD               1101
 

T1       ABD            0101
T2       B                   0100
T3       ACD               1011
T4       AB                 1100
T5       ABD              1101

We see bye DSR approach rule DA is hidden 
as its support and confidence 40% and 66% 

respectively, but as a side effect the rule A→D is also 
hidden. Similar is the condition for BA.

4.2.2 Our Approach                    

T1       ABD                                               
T2       B                                                    
T3       ACD                                               
T4      AB                                                     
T5       ABD  

 (Msupport, Mconfidence, Hiding, Counter )
AB  (60%, 75%, 0)  
AD  (60%, 75%, 0 )    
DA  (60%, 100%,  0 )                                                         

            First we hide B

T1       ABD
T2       B
T3       ACD
T4       AB
T5       ABD

(Msupport, Mconfidence, Hiding Counter)
AB   (60%,  75%, 0 )
BA   (50%, 60%, 1 )  rule is hidden
AD  (60%, 75%, 0 )
DA  (60%,100%, 0) 
 Now we hide D   

T1       ABD
T2       B
T3       ACD
T4       AB
T5       ABD

 

 

 

Msupport, Mconfidence, Hiding Counter
AB  (60% , 75% , 0 )
BA  (50% , 60% , 1 )
AD (60% , 75%, 0)
DA  (43% , 60% , 2)  rule is hidden

6.  Conclusion

As from our example, we see that our 
approach is better in the way that it hides rules which 
can not be hidden by some of  the previous works. We 
see in the example that proposed method is hiding the 
given association rules (with sensitive items on the left 
hand side of  the rule) without any side effect.              

  Our algorithm is also simpler in the sense that 
we have to do only one step of  modification as we are 
only incrementing the hiding counter each time(to 
decrease the confidence of  sensitive rule) rather than 
checking all transactions again and again and ordering 
them in increasing or decreasing order as required by 
some of  the previous works(which work on the basis 
of  reducing the support and confidence of  the 
sensitive association rules).
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For each rule R like containing x on LHS
{
//Check whether Mconfidence of  the rule 
//goes below MCT or not.
While (Mconfidence (R)>=MCT)
// increase the hiding counter of  
// rule R by 1
{
Hiding_counter(R)=Hiding_counter(R)+1
}
}
}

End of  procedure: Output the rules which do not 
contain sensitive elements on the left hand side.

4.2 Example 

Suppose we have given a database of  
transactions [7] as below   

           TID      Items      
           T1       ABD
           T2       B
           T3       ACD
       T4      AB
           T5      ABD

We have also given a MST of  60% and a MCT 
of  70%. We can see four association rules can be 
found as below

AB → (60%, 75%)

BA→ (60%, 75%)

AD → (60%, 75%)

DA → (60%, 100%)

Now we have to hide D and B.

4.2.1 By previous methods: We can see that by 
simple ISL algorithm if  we want to hide D and B, we 
check it by modifying the transaction T2 from B to BD 

(i.e. from 0100 to 0101) we can not hide the rule D → A.

T1       ABD               1101
T2       B                     0100
T3       ACD               1011     
T4       AB                  1100
T5       ABD               1101
 

So by above explanation we can see that rule 

D→A can not be hidden by ISL approach because by 
modifying T2 from B to BD (i.e. from 0100 to 0101) rule 
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D→A will have support and confidence 60% and 75% 
respectively. Now we will check it by DSR approach.

             T1       ABD               1101
T2       B                     0101  
T3       ACD               1011
T4       AB                  1100
T5       ABD               1101
 

T1       ABD            0101
T2       B                   0100
T3       ACD               1011
T4       AB                 1100
T5       ABD              1101

We see bye DSR approach rule DA is hidden 
as its support and confidence 40% and 66% 

respectively, but as a side effect the rule A→D is also 
hidden. Similar is the condition for BA.

4.2.2 Our Approach                    

T1       ABD                                               
T2       B                                                    
T3       ACD                                               
T4      AB                                                     
T5       ABD  

 (Msupport, Mconfidence, Hiding, Counter )
AB  (60%, 75%, 0)  
AD  (60%, 75%, 0 )    
DA  (60%, 100%,  0 )                                                         

            First we hide B

T1       ABD
T2       B
T3       ACD
T4       AB
T5       ABD

(Msupport, Mconfidence, Hiding Counter)
AB   (60%,  75%, 0 )
BA   (50%, 60%, 1 )  rule is hidden
AD  (60%, 75%, 0 )
DA  (60%,100%, 0) 
 Now we hide D   

T1       ABD
T2       B
T3       ACD
T4       AB
T5       ABD

 

 

 

Msupport, Mconfidence, Hiding Counter
AB  (60% , 75% , 0 )
BA  (50% , 60% , 1 )
AD (60% , 75%, 0)
DA  (43% , 60% , 2)  rule is hidden

6.  Conclusion

As from our example, we see that our 
approach is better in the way that it hides rules which 
can not be hidden by some of  the previous works. We 
see in the example that proposed method is hiding the 
given association rules (with sensitive items on the left 
hand side of  the rule) without any side effect.              

  Our algorithm is also simpler in the sense that 
we have to do only one step of  modification as we are 
only incrementing the hiding counter each time(to 
decrease the confidence of  sensitive rule) rather than 
checking all transactions again and again and ordering 
them in increasing or decreasing order as required by 
some of  the previous works(which work on the basis 
of  reducing the support and confidence of  the 
sensitive association rules).
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Comparative Performance Analysis of  Load- Balanced 
Clustering in Wireless Sensor Networks (WSNs)

ABSTRACT

The advancement of  the technology has increased the potential use of  wireless sensor networks (WSNs) in a number of  

ways, such as in environmental control in office buildings, robot control, guidance in automatic manufacturing environments, 

interacting toys, and the smart home etc. In this paper, an evaluation on the basis of  effectiveness as well as their deficiencies has been 

done on the most important areas of  wireless sensor networks such as load balancing techniques based on clustering. A new clustering 

scheme named Net  Clustering is proposed that may reduce the power consumption as well as network lifetime problem.

Keywords: Wireless Sensor Networks, Clustering, Load Balancing, Inter-Clustering

1. Introduction

Wireless sensor networks (WSN) have 
emerged as one of  the most exciting fields in 
Computer Science research over the past several years. 
Sensor is a small, lightweight device which measures 
the environment of  physical parameters such as 
temperature, pressure, relative humidity. Sensor 
Networks are cheap, smart devices with multiple 
onboard sensors which are networked through 
wireless links and the Internet. These are highly 
distributed networks of  wireless sensor nodes, 
deployed in large numbers to monitor the 
environment or system. The quality of  a sensor 
network is given by the coverage area it covers and the 
exposure. Coverage depends on the range area it 
covers, sensitivity and density of  the sensing nodes. 
Exposure defines the ability of  observing a target in 
the vicinity of  the sensor node. The broad application 
areas of  WSNs can be described in the fields of  
tracking contaminations in hazardous environments, 
habitat monitoring in the nature preserves, military 
sensing, enemy tracking in battlefield environments, 
building surveillance & monitoring, physical security, 
industrial & manufacturing automation and 
distributed robotics etc.

Dr. Raj Kumar* 
Sharad Goyal

*Asst. Professor Gurukula Kangri Vishwavidyalaya Haridwar

2. Clustering

Since grouping of  nodes into clusters has been the 
most general technique for supporting the scalability 
and the increasing the lifetime of  the WSNs. 
Clustering is an important mechanism in large multi-
hop wireless sensor networks for obtaining scalability, 
reducing energy consumption and achieving better 
network performance. It is an effective mean for 
managing such high population of  nodes. Most of  the 
research in this area has been focused on energy-
efficient solutions, but has not been thoroughly 
analyzed the network performance in terms of  data 
collection with respect to time. Out of  number of  
approaches one of  the successful approaches for 
tackling the maintenance of  these networks is by 
decomposing the network into clusters. Since clusters 
are manageable, intra-cluster maintenance is done 
tightly, while inter-cluster connectivity is reduced by 
orders of  magnitude this way. Clustering is commonly 
used in order to limit the amount of  routing 
information stored and maintained at individual hosts. 
Cluster-based network is divided into subsets. Each 
group of  nodes contains a single leader (cluster head) 
and several ordinary nodes. The main objective of  
clustering is to minimize the total transmission power 
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2. Clustering

Since grouping of  nodes into clusters has been the 
most general technique for supporting the scalability 
and the increasing the lifetime of  the WSNs. 
Clustering is an important mechanism in large multi-
hop wireless sensor networks for obtaining scalability, 
reducing energy consumption and achieving better 
network performance. It is an effective mean for 
managing such high population of  nodes. Most of  the 
research in this area has been focused on energy-
efficient solutions, but has not been thoroughly 
analyzed the network performance in terms of  data 
collection with respect to time. Out of  number of  
approaches one of  the successful approaches for 
tackling the maintenance of  these networks is by 
decomposing the network into clusters. Since clusters 
are manageable, intra-cluster maintenance is done 
tightly, while inter-cluster connectivity is reduced by 
orders of  magnitude this way. Clustering is commonly 
used in order to limit the amount of  routing 
information stored and maintained at individual hosts. 
Cluster-based network is divided into subsets. Each 
group of  nodes contains a single leader (cluster head) 
and several ordinary nodes. The main objective of  
clustering is to minimize the total transmission power 
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aggregated over all nodes in the selected path and 
balance the load of  the nodes among the cluster heads 
to prolong the lifetime of  the network. The main 
advantages of  clustering such as increasing the 
network scalability, supporting the data aggregation, 
reducing the energy consumption etc., enhances the 
performance of  Wireless Sensor Networks (WSNs).
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Fig 1. Clustering Process
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2.2 Advantages of  Clustering 

Increasing the network lifetime by changing the 
role using load balancing technique.
Reduce channel contentions and collisions.
It is more suitable for larger areas.

2.3 Disadvantages of  Clustering
Overhead of  cluster formation and 

maintenance Nodes which are near to cluster heads 
sometimes get overloaded and sometimes may get 
dead.

2.3.1 Load-Balanced Clustering

Since each cluster performs various data 
processing tasks so to take the optimal use of  each 
cluster the load of  network should be distributed 
equally among the all clusters. Given the duties of  
cluster heads, it is intuitive to balance the load among 
them so that they can meet the expected performance 
goals [1]. Load balancing is a more pressing issue in 
WSNs where cluster heads are picked from the 
available sensors [2]. In such cases, setting equal-sized 
clusters becomes crucial for extending the network 
lifetime since it prevents the exhaustion of  the energy 
of  a subset of  CHs at a high rate and prematurely 
making them dysfunctional. Even distribution of  
sensors can also leverage data delay [3]. When CHs 
perform data aggregation, it is imperative to have 
similar number of  nodes in the clusters so that the 
combined data report becomes ready almost at the 
same time for further processing at the base-station or 
at the next tier in the network.

Load balanced clustering [4] increases the 
system stability and improves the communication 
between different nodes in the system. The main 
objective of  this approach is to cluster sensor network 
efficiently around few high-energy gateway nodes. 
Clustering  enables  network  scalability  to a large  
number  of   sensors  and extends the life of  the 
network by allowing the sensors to conserve energy  
through  communication  with closer  nodes  and  by  
balancing  the  load  among  the  gateway nodes. 
Gateways associate the cost, to communicate with 
each sensor in the network. Clusters are formed based 
on the cost of  communication and the load on the 
gateways.  
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The setup of  network is performed in 
basically two phases these are: Bootstrapping and 
Clustering.  

In  the  bootstrapping  phase, gateways  
discover  the  nodes  that  are  located  within  their 
communication  range.  Gateways broadcast a 
message indicating the start of  clustering. It is to be 
assumed that receivers of  sensors are open 
throughout the clustering process. Each gateway 
starts the clustering at a different instance of  time in 
order to avoid collisions. In reply, the sensors also 
broadcast a message with their maximum 
transmission power indicating their location and 
energy reserve in this message. Each node discovered 
in this phase is included in a per-gateway range set. 

In  the  clustering  phase,  gateways  calculate  
the  cost  of  communication  with  each  node  in  the  
range  set.  This information is then exchanged between 
all the gateways.  After receiving the data from all other 
gateways each gateway starts clustering the nodes based 
on the communication cost and the current load on its 
cluster. When the clustering is over, all  the  sensors  are  
informed  about  the  ID  of   the  cluster  they belong  to.  
Since gateways share the common information during 
clustering, each sensor is picked by only one gateway. For 
inter-cluster communication all the traffic is routed 
through the gateways.  

To evaluate  the  efficiency  of   various 
approaches  we  have  studied  the performance of   
sensor  networks  applying  various  different routing  
protocols. After analysis, it is found that, among the 
various routing protocols, the clustering approach 
improves the scalability as well as lifetime of  the 
networks. Clustering having the number of  
advantages and disadvantages too.

3. Net-Clustering

While in active state, the sensor node 
consumes much energy from the battery. As sensors 
are battery operated; keeping the sensor active all the 
time will limit the duration of  the battery. When the 
network is in setup state there are number of  
occasions when a particular sensor may not requires 
its operations. Therefore,  optimal organization  and 
management  of   the  sensor  network  is  very crucial  

in  order  to  perform  the  desired  function  with  an 
acceptable  level of  quality and  to maintain  sufficient  
sensors' energy  to  last  for  the  duration  of   the  
required  objective. To achieve required objective 
organization  of   the  sensor  network should be such 
type that enables the appropriate selection of  only a 
required subset of  the sensors to be turned on and  
thus avoids excess drainage of  the sensor's energy. 
Energy-aware network management [5] will ensure a 
desired level of  performance for the data transfer 
while extending the life of  the network. 

We have used a novel approach called Net-
Clustering in that we prepare a network with more 
groups of  clusters of  sensor nodes in a network. It is 
obvious that the cost of  particular network will rise 
but quality of  network will enhance several times as 
compared to installing the node only for required 
network. As one node will die due to any mishandling 
or power overloading/underloading, the remaining 
nodes will be active till the usage of  network. 
Moreover, another advantage of  this approach is that 
we can have this network setup for long time. If  we 
compare the network setup cost with respect to time 
and quality of  network, it will be more economical as 
well as more sound quality wise.

For example: Now a days traffic lights on the 
signals are installed with LED (Light Emitting 
Diodes). Each signal lights having bunch of  LEDs 
and the input power of  these LEDs is controlled by 
battery. As one light consists of  no. of  LEDs, if  one or 
more LEDs are fused then the traffic light still goes on 
working for long time. The remaining LEDs which are 
in the ON state are sufficient enough to guide the 
person on the road. It is only due to the increased 
number of  cluster of  LEDs as compared to the single 
bulb system in a light.

Fig 2. Inter-Clustering of Nodes 
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aggregated over all nodes in the selected path and 
balance the load of  the nodes among the cluster heads 
to prolong the lifetime of  the network. The main 
advantages of  clustering such as increasing the 
network scalability, supporting the data aggregation, 
reducing the energy consumption etc., enhances the 
performance of  Wireless Sensor Networks (WSNs).
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Intercluster/Intracluster 
Communication

Handling Network

Fig 1. Clustering Process
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2.2 Advantages of  Clustering 

Increasing the network lifetime by changing the 
role using load balancing technique.
Reduce channel contentions and collisions.
It is more suitable for larger areas.

2.3 Disadvantages of  Clustering
Overhead of  cluster formation and 

maintenance Nodes which are near to cluster heads 
sometimes get overloaded and sometimes may get 
dead.

2.3.1 Load-Balanced Clustering

Since each cluster performs various data 
processing tasks so to take the optimal use of  each 
cluster the load of  network should be distributed 
equally among the all clusters. Given the duties of  
cluster heads, it is intuitive to balance the load among 
them so that they can meet the expected performance 
goals [1]. Load balancing is a more pressing issue in 
WSNs where cluster heads are picked from the 
available sensors [2]. In such cases, setting equal-sized 
clusters becomes crucial for extending the network 
lifetime since it prevents the exhaustion of  the energy 
of  a subset of  CHs at a high rate and prematurely 
making them dysfunctional. Even distribution of  
sensors can also leverage data delay [3]. When CHs 
perform data aggregation, it is imperative to have 
similar number of  nodes in the clusters so that the 
combined data report becomes ready almost at the 
same time for further processing at the base-station or 
at the next tier in the network.

Load balanced clustering [4] increases the 
system stability and improves the communication 
between different nodes in the system. The main 
objective of  this approach is to cluster sensor network 
efficiently around few high-energy gateway nodes. 
Clustering  enables  network  scalability  to a large  
number  of   sensors  and extends the life of  the 
network by allowing the sensors to conserve energy  
through  communication  with closer  nodes  and  by  
balancing  the  load  among  the  gateway nodes. 
Gateways associate the cost, to communicate with 
each sensor in the network. Clusters are formed based 
on the cost of  communication and the load on the 
gateways.  
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The setup of  network is performed in 
basically two phases these are: Bootstrapping and 
Clustering.  

In  the  bootstrapping  phase, gateways  
discover  the  nodes  that  are  located  within  their 
communication  range.  Gateways broadcast a 
message indicating the start of  clustering. It is to be 
assumed that receivers of  sensors are open 
throughout the clustering process. Each gateway 
starts the clustering at a different instance of  time in 
order to avoid collisions. In reply, the sensors also 
broadcast a message with their maximum 
transmission power indicating their location and 
energy reserve in this message. Each node discovered 
in this phase is included in a per-gateway range set. 

In  the  clustering  phase,  gateways  calculate  
the  cost  of  communication  with  each  node  in  the  
range  set.  This information is then exchanged between 
all the gateways.  After receiving the data from all other 
gateways each gateway starts clustering the nodes based 
on the communication cost and the current load on its 
cluster. When the clustering is over, all  the  sensors  are  
informed  about  the  ID  of   the  cluster  they belong  to.  
Since gateways share the common information during 
clustering, each sensor is picked by only one gateway. For 
inter-cluster communication all the traffic is routed 
through the gateways.  

To evaluate  the  efficiency  of   various 
approaches  we  have  studied  the performance of   
sensor  networks  applying  various  different routing  
protocols. After analysis, it is found that, among the 
various routing protocols, the clustering approach 
improves the scalability as well as lifetime of  the 
networks. Clustering having the number of  
advantages and disadvantages too.

3. Net-Clustering

While in active state, the sensor node 
consumes much energy from the battery. As sensors 
are battery operated; keeping the sensor active all the 
time will limit the duration of  the battery. When the 
network is in setup state there are number of  
occasions when a particular sensor may not requires 
its operations. Therefore,  optimal organization  and 
management  of   the  sensor  network  is  very crucial  

in  order  to  perform  the  desired  function  with  an 
acceptable  level of  quality and  to maintain  sufficient  
sensors' energy  to  last  for  the  duration  of   the  
required  objective. To achieve required objective 
organization  of   the  sensor  network should be such 
type that enables the appropriate selection of  only a 
required subset of  the sensors to be turned on and  
thus avoids excess drainage of  the sensor's energy. 
Energy-aware network management [5] will ensure a 
desired level of  performance for the data transfer 
while extending the life of  the network. 

We have used a novel approach called Net-
Clustering in that we prepare a network with more 
groups of  clusters of  sensor nodes in a network. It is 
obvious that the cost of  particular network will rise 
but quality of  network will enhance several times as 
compared to installing the node only for required 
network. As one node will die due to any mishandling 
or power overloading/underloading, the remaining 
nodes will be active till the usage of  network. 
Moreover, another advantage of  this approach is that 
we can have this network setup for long time. If  we 
compare the network setup cost with respect to time 
and quality of  network, it will be more economical as 
well as more sound quality wise.

For example: Now a days traffic lights on the 
signals are installed with LED (Light Emitting 
Diodes). Each signal lights having bunch of  LEDs 
and the input power of  these LEDs is controlled by 
battery. As one light consists of  no. of  LEDs, if  one or 
more LEDs are fused then the traffic light still goes on 
working for long time. The remaining LEDs which are 
in the ON state are sufficient enough to guide the 
person on the road. It is only due to the increased 
number of  cluster of  LEDs as compared to the single 
bulb system in a light.
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Table 1

Hours Range% Drop in Battery Power Remaining  Battery Power

10 To 12 100 0

8 To 10 90 10

6 To 8 80 20

4 To 6 30 70

2 To 4 10 90

0 To 2 0 100
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Explanation of  Graph

In Table 1 and Graph 1, percentage drop in 
battery power has been shown. For making the graph, 
we have taken four mobiles of  same made. Battery of  
all is fully charged and not a single call has been 
attended during the testing phase. Observations show 
that on an average each battery has a lifetime of  10-12 
hours (in ideal conditions). The main outcome of  this 
observation is that after about 7 hours the percentage 
drop of  battery power suddenly increases to 80% 
which is non linear. 

4. Parameters of  Performance

Since any network is composed of  
various associated devices, their attributes and 
characteristics vary according to the size of  the 
area as well as network, location in which it is 
deployed, etc. So the performance of  the 
network depends on various parameters which 
discussed below :

4.1 Network Partitioning and Lifetime of  
sensors

When the first node runs out of  energy, the 
network within a cluster is said to be partitioned [5], 
reflecting the fact that some routes become invalid. 
However, it is difficult to precisely define the 
performance parameter. To study the impact of  
energy awareness on network lifetime the partitioning 
can broadly be described in two phases.  

4.1.1 Pre-partition of  Network

It is defined as the number of  data packets 
sent and successfully delivered before network 
partition. Network is considered partitioned if  all the 
given sources are partitioned from their respective 
target regions. In some sense, this performance 
parameter indicates the network lifetime.

4.1.2 Post-partition of  Network

It is defined as some pairs of  nodes in the 
network getting still connected after partition. From 
this parameter we can evaluate how much 
performance of  the network is affected due to these 
joined pairs of  nodes. 

In [6] an approach for energy  aware and 
context  aware routing of  sensor data has been 
defined. The approach calls for network  clustering  
and  assigns  a  less-energy-constrained gateway  node  
that  acts  as  a  centralized  network  manager. Based 
on energy usage at every  sensor node and changes in 
the mission and the environment,  the gateway  sets  
routes  for sensor  data,  monitors  latency  
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throughout  the  cluster,  and arbitrates medium  
access  among  sensors.  From the simulation, it has 
been observed that this approach can achieve 
substantial energy saving. Table 2 along with the time 
to network partition, gives an indication of  network 
lifetime under various routing schemes. 

4.2 Average Delay Per Packet

It is defined as the average time a packet takes 
from a sensor node to the gateway. Although energy  
is  an  important  factor  in  sensor  networks,  in 
some critical  applications  it requires  sensed  data  to  
be reported with minimum delay. As per a, study delay 
in the network may be of  two types. It may be due to 
the broadcast nature of  wireless medium or due to 
total delay.

4.3 Network Throughput

It is defined as total number of  packets 
received at the gateway divided by the simulation time. 
This parameter gives a good idea of  the efficiency of  
network traffic supported by each cluster in the 
network.  A  high  throughput indicates that the  
system  supports  better  routing  for  data  and  
control messages.

4.4 Average Energy Consumed Per Packet

Minimizing the energy per packet will, in 
general, yield better energy savings. The energy 
constrained hand-held devices should be able to 
estimate the energy requirement of  an application 
that has to be executed and make subsequent 
decisions about its processing ability based on user-
input and sustainable battery life. Therefore, the 
concept of  'energy aware' software is integral to such 
systems. In [7] a simple energy model for software 
based on frequency and supply voltage as parameters 
has been proposed. The model incorporates explicit 
characterization of  leakage energy as opposed to 
switching energy. A technique to isolate the two 
components has been demonstrated. The relative 
significance of  these energy components under 
different duty cycle tasks has also been explored. The 
concept of  energy aware software is introduced. A 
simple energy model for software is presented that 
separates the switching and leakage components and 

predicts its total energy consumption with less than 
5% error for a set of  benchmark programs. The 
experiments have been performed on the StrongARM 
SA-1100 microprocessor. A mathematical model for 
the total leakage current has also been proposed and it 
has been shown that they can account for about 10% 
of  the energy dissipation for low threshold voltage 
microprocessors and, assuming continuous 
operation, the leakage energy fraction gets 
significantly higher for lower duty cycle

4.5 Power Consumption in the Network

Since transmission of  data in the network 
consumes energy, the more the transmissions in the 
network, the more energy will be consumed. This 
situation will be significant when the scale of  the 
network is large, say thousands or more of  nodes. This  
parameter  is  an  average  of  power  consumed  taken  
at  different  instances  of   time  during the network. 

4.6 Standard Deviation of  Load per Cluster

For testing the reliability of  the system,  
standard deviations for different  sensors densities is 
calculated of  load by using 5 gateways and increasing  
the number  of   sensors  in  the  system  from  100  to  
500  with uniform increments. 

5. Comparative Performance Evaluation of  
Studied Routing Approaches

5.1 Energy-Aware  Routing

Sensors messages are routed through multiple 
hops based on the current energy level of  the sensors, 
distance, delay, in-out traffic, etc. [6].  LEACH [8] 
proposes a clustering based protocol that utilizes 
randomized rotation of  local cluster heads to evenly 
distribute the energy load among the sensors in the 
network. It is similar in spirit with other energy aware 
routing protocols in terms of  load balancing. However, 
their underlying assumption is different from ours. They 
assume adjustable transmitting power and assume that 
the cluster head talks directly to the gateway node. We 
assume each node has fixed transmission power  
optimizing transmission power in a multi-hop network 
is outside the scope of  this paper.
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Table 1
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10 To 12 100 0
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Explanation of  Graph

In Table 1 and Graph 1, percentage drop in 
battery power has been shown. For making the graph, 
we have taken four mobiles of  same made. Battery of  
all is fully charged and not a single call has been 
attended during the testing phase. Observations show 
that on an average each battery has a lifetime of  10-12 
hours (in ideal conditions). The main outcome of  this 
observation is that after about 7 hours the percentage 
drop of  battery power suddenly increases to 80% 
which is non linear. 

4. Parameters of  Performance

Since any network is composed of  
various associated devices, their attributes and 
characteristics vary according to the size of  the 
area as well as network, location in which it is 
deployed, etc. So the performance of  the 
network depends on various parameters which 
discussed below :

4.1 Network Partitioning and Lifetime of  
sensors

When the first node runs out of  energy, the 
network within a cluster is said to be partitioned [5], 
reflecting the fact that some routes become invalid. 
However, it is difficult to precisely define the 
performance parameter. To study the impact of  
energy awareness on network lifetime the partitioning 
can broadly be described in two phases.  

4.1.1 Pre-partition of  Network

It is defined as the number of  data packets 
sent and successfully delivered before network 
partition. Network is considered partitioned if  all the 
given sources are partitioned from their respective 
target regions. In some sense, this performance 
parameter indicates the network lifetime.

4.1.2 Post-partition of  Network

It is defined as some pairs of  nodes in the 
network getting still connected after partition. From 
this parameter we can evaluate how much 
performance of  the network is affected due to these 
joined pairs of  nodes. 

In [6] an approach for energy  aware and 
context  aware routing of  sensor data has been 
defined. The approach calls for network  clustering  
and  assigns  a  less-energy-constrained gateway  node  
that  acts  as  a  centralized  network  manager. Based 
on energy usage at every  sensor node and changes in 
the mission and the environment,  the gateway  sets  
routes  for sensor  data,  monitors  latency  
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throughout  the  cluster,  and arbitrates medium  
access  among  sensors.  From the simulation, it has 
been observed that this approach can achieve 
substantial energy saving. Table 2 along with the time 
to network partition, gives an indication of  network 
lifetime under various routing schemes. 

4.2 Average Delay Per Packet

It is defined as the average time a packet takes 
from a sensor node to the gateway. Although energy  
is  an  important  factor  in  sensor  networks,  in 
some critical  applications  it requires  sensed  data  to  
be reported with minimum delay. As per a, study delay 
in the network may be of  two types. It may be due to 
the broadcast nature of  wireless medium or due to 
total delay.

4.3 Network Throughput

It is defined as total number of  packets 
received at the gateway divided by the simulation time. 
This parameter gives a good idea of  the efficiency of  
network traffic supported by each cluster in the 
network.  A  high  throughput indicates that the  
system  supports  better  routing  for  data  and  
control messages.

4.4 Average Energy Consumed Per Packet

Minimizing the energy per packet will, in 
general, yield better energy savings. The energy 
constrained hand-held devices should be able to 
estimate the energy requirement of  an application 
that has to be executed and make subsequent 
decisions about its processing ability based on user-
input and sustainable battery life. Therefore, the 
concept of  'energy aware' software is integral to such 
systems. In [7] a simple energy model for software 
based on frequency and supply voltage as parameters 
has been proposed. The model incorporates explicit 
characterization of  leakage energy as opposed to 
switching energy. A technique to isolate the two 
components has been demonstrated. The relative 
significance of  these energy components under 
different duty cycle tasks has also been explored. The 
concept of  energy aware software is introduced. A 
simple energy model for software is presented that 
separates the switching and leakage components and 

predicts its total energy consumption with less than 
5% error for a set of  benchmark programs. The 
experiments have been performed on the StrongARM 
SA-1100 microprocessor. A mathematical model for 
the total leakage current has also been proposed and it 
has been shown that they can account for about 10% 
of  the energy dissipation for low threshold voltage 
microprocessors and, assuming continuous 
operation, the leakage energy fraction gets 
significantly higher for lower duty cycle

4.5 Power Consumption in the Network

Since transmission of  data in the network 
consumes energy, the more the transmissions in the 
network, the more energy will be consumed. This 
situation will be significant when the scale of  the 
network is large, say thousands or more of  nodes. This  
parameter  is  an  average  of  power  consumed  taken  
at  different  instances  of   time  during the network. 

4.6 Standard Deviation of  Load per Cluster

For testing the reliability of  the system,  
standard deviations for different  sensors densities is 
calculated of  load by using 5 gateways and increasing  
the number  of   sensors  in  the  system  from  100  to  
500  with uniform increments. 

5. Comparative Performance Evaluation of  
Studied Routing Approaches

5.1 Energy-Aware  Routing

Sensors messages are routed through multiple 
hops based on the current energy level of  the sensors, 
distance, delay, in-out traffic, etc. [6].  LEACH [8] 
proposes a clustering based protocol that utilizes 
randomized rotation of  local cluster heads to evenly 
distribute the energy load among the sensors in the 
network. It is similar in spirit with other energy aware 
routing protocols in terms of  load balancing. However, 
their underlying assumption is different from ours. They 
assume adjustable transmitting power and assume that 
the cluster head talks directly to the gateway node. We 
assume each node has fixed transmission power  
optimizing transmission power in a multi-hop network 
is outside the scope of  this paper.
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5.2      Minimum-Hop Routing

A packet is forwarded to the gateway using 
the minimum number of  hops in the cluster.  

5.3 Direct Routing

Messages are directly transmitted to the gateways. 
No intermediate hops or routes are created in the system. 

5.4 Minimum-Distance Routing

This approach favors the use of  a closer node 
as a hop, leading to a longer end-to-end delay.   

5.5 Minimum-Distance Square Routing

Routes are set favoring closer hops, with the 
objective of  minimizing the sum of  the square of  
inter-hop distance. 

5.6 Linear-Battery Routing  

Minimize energy consumption assuming 
linear battery discharge model [5]. 

Table 2. Relative Performance Summary of  Routing Techniques Studied 

Routing Techniques

  S. Energy Minimum Direct Minimum Minimum  Linear Load
 No. Performance Aware  Hop Distance Distance Battery Balanced 

Parameters Square Clustering

  1 Network Improved Improved by No No Change Improved by No Improved by
Partitioning  by factor factor 2 Change by factor 7 Change by factor 4
And Lifetime 2
of  Sensors [4]

  2 Throughput of No No Change No No Change No Change No No
the System [4] Change Change Change Change

  3 Average Delay Produce  Produce No No Change Performs No Produce 
per Packet [4] 1/2 delay 1/2 delay Change better than Change 1/2 delay

as as Load as
Shortest Shortest Balanced Shortest 
Distance Distance Clustering Distance

  4 Average Energy Load- Load- Load- Load- Load- No No
per Packet [4] Balanced Balanced Balanced Balanced Balanced Change

Clustering Clustering Clustering Clustering Clustering  
is 1.24 is 1.24  is 1.17 is 1.17 is 1.17 
times times times times times 
better better better better better

  5 Power No No Change No No Change No Change No Conserve
Consumption Change Change Change more than
 in network [4] 1.5 times  

6. Conclusions

Survivability is a very important criterion for 
deciding the efficacy of  network. It includes a measure 
of  the network lifetime as well as the kind of  service it 
provides during its life. Both these factors are 
important in evaluating networks and neither can be 

considered in isolation. For example a network that 
does not forward packets at all satisfies the first 
condition and one that just burns itself  out fast trying 
to ensure full reliability would satisfy the second one. 
This paper defines the various novel distributed 
inference schemes, for efficient clustering in multi-
hop WSNs. The objective of  each scheme is to select 
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the cluster heads that minimize the overall 
transmission cost and at the same time balance the 
load among the nodes, for a longer network lifetime. 
Evaluation of  all available information, is better and 
leads to a significant improvement in the network 
performance.
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5.2      Minimum-Hop Routing

A packet is forwarded to the gateway using 
the minimum number of  hops in the cluster.  

5.3 Direct Routing

Messages are directly transmitted to the gateways. 
No intermediate hops or routes are created in the system. 

5.4 Minimum-Distance Routing

This approach favors the use of  a closer node 
as a hop, leading to a longer end-to-end delay.   

5.5 Minimum-Distance Square Routing

Routes are set favoring closer hops, with the 
objective of  minimizing the sum of  the square of  
inter-hop distance. 

5.6 Linear-Battery Routing  

Minimize energy consumption assuming 
linear battery discharge model [5]. 

Table 2. Relative Performance Summary of  Routing Techniques Studied 

Routing Techniques

  S. Energy Minimum Direct Minimum Minimum  Linear Load
 No. Performance Aware  Hop Distance Distance Battery Balanced 

Parameters Square Clustering

  1 Network Improved Improved by No No Change Improved by No Improved by
Partitioning  by factor factor 2 Change by factor 7 Change by factor 4
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of  Sensors [4]

  2 Throughput of No No Change No No Change No Change No No
the System [4] Change Change Change Change

  3 Average Delay Produce  Produce No No Change Performs No Produce 
per Packet [4] 1/2 delay 1/2 delay Change better than Change 1/2 delay

as as Load as
Shortest Shortest Balanced Shortest 
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per Packet [4] Balanced Balanced Balanced Balanced Balanced Change

Clustering Clustering Clustering Clustering Clustering  
is 1.24 is 1.24  is 1.17 is 1.17 is 1.17 
times times times times times 
better better better better better

  5 Power No No Change No No Change No Change No Conserve
Consumption Change Change Change more than
 in network [4] 1.5 times  

6. Conclusions

Survivability is a very important criterion for 
deciding the efficacy of  network. It includes a measure 
of  the network lifetime as well as the kind of  service it 
provides during its life. Both these factors are 
important in evaluating networks and neither can be 

considered in isolation. For example a network that 
does not forward packets at all satisfies the first 
condition and one that just burns itself  out fast trying 
to ensure full reliability would satisfy the second one. 
This paper defines the various novel distributed 
inference schemes, for efficient clustering in multi-
hop WSNs. The objective of  each scheme is to select 
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the cluster heads that minimize the overall 
transmission cost and at the same time balance the 
load among the nodes, for a longer network lifetime. 
Evaluation of  all available information, is better and 
leads to a significant improvement in the network 
performance.
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Emerging Trends in Software Engineering: Software as a 
Service

ABSTRACT

Software is everywhere - in devices in our pockets, in the vehicles we travel in, in our banks, hospitals and homes - and its 
correct operation is essential for our health and well-being. Over the past decade, software applications have grown significantly in terms 
of  their size and capabilities.

Between now and 2025, the ability of  organizations and their products, systems, and services to compete, adapt, and survive 
will depend increasingly on quality of  software. As is being seen in current products (automobiles, aircraft, radios) and services 
(financial, communications, defense), software provides both competitive differentiation and rapid adaptability to competitive change. 
It facilitates rapid tailoring of  products and services to different market sectors, and rapid and flexible supply chain management. The 
resulting software-intensive systems face ever-increasing demands to provide safe, secure, and reliable systems; to provide competitive 
discriminators in the marketplace; to support the coordination of  multicultural global enterprises; to enable rapid adaptation to 
change; and to help people cope with complex masses of  data and information. These demands will cause major differences in the 
processes currently used to define, design, develop, deploy, and evolve a diverse variety of  software-intensive systems

Software engineering (SE) is about developing, maintaining and managing high-quality software systems in a cost-effective 
and predictable way. This paper is an attempt to educate the reader that in some cases traditional software applications remain the right 
choice, but in other cases deploying SaaS applications provide a better business case..

1. Introduction

SaaS is a software delivery model where 
instead of  purchasing the software, users can rent 
the software on a monthly cost-per-user or usage 
basis and can scale up or down as needed.

Software as a service (SaaS, typically 
pronounced 'Sass') is a model of  software deployment 
where an application is hosted as a service for the 
customers across the Internet. By eliminating the need 
to install and run the application on the customer's 
own computer, SaaS alleviates the customer's burden 
of  software maintenance, ongoing operation, and 
support. Using SaaS can reduce the up-front expense 
on software purchases, through less costly, on-
demand pricing. 

From the software vendor's standpoint, SaaS 
has the attraction of  providing stronger protection of  
its intellectual property and establishing an ongoing 
revenue stream. The SaaS software vendor may host 
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the application on its own web server, or this function 
may be handled by a third-party application service 
provider (ASP). 

The Software-as-a-Service (SaaS) revolution 
allows companies to subscribe to software 
applications and outsource operating the back-end 
infrastructure to the SaaS vendor. In most cases, the 
SaaS vendor can do this much more cost effectively; 
providing overall cost savings for the company. As a 
result, companies can spread their IT budget for many 
more applications to support and grow their business 
operations which will in turn contribute to the bottom 
line.

2. Features of  SaaS

2.1 Rent Instead of  Buy [6]

One of  the downside of  traditional software 
is the risk of  buying an application that doesn't fit 
immediate and changing requirements. Either way, 
people  are stuck with what they bought, and the only 
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solution is to buy new software. SaaS takes away this 
risk. If  the application no more fits the requirements, 
the subscription just needs to be stopped. Another 
problem with traditional software is the difficulty of  
version control. Updates can be costly, and re-
installation can be problematic. With a SaaS 
application, one always have the latest version every 
time they sign on.

2.2 Working of   Software as a Service 

Software as a Service or “on demand” 
applications refer to web-based software applications 
where the underlying hardware and software 
components are shared by all users of  the application. 
The hardware that is used to run the software is not 
located at the customer's premises but in high-tech 
data centers and is managed by the provider of  the 
service. Users gain access to the software interface 
through an internet browser. No software has to be 
installed on the user's computer and they don't need 
to worry about upgrades of  the software or backups 
of  the data that is saved.     

SaaS is based on the principle of  sharing: the 
sharing of  resources, computer hardware, knowledge, 
and most importantly the sharing of  cost. Typically, 
one pays for the software based upon usage, which 
usually translates into a monthly subscription. 
Basically,  the software is rented instead of  buying.

2.3 Safety and Security [4]

One of  the greatest advantages of  a Saas 
application is the safety and security of  remote 
storage. Saas providers like Planet DDS have their 
servers in high security facilities, which are designed to 
house the servers of  companies like Merrill Lynch 
and Bank of  America. They are impenetrable without 
appropriate security clearance, and they can withstand 
the greatest of  natural disasters. Additionally, a real 
time back-up of  all data is co-located in a second 
facility. This type of  security far exceeds that of  a 
typical dental office.

2.4 SaaS is Ideal for Multi-Locations 

Bes ides  lower  cos t s  and  g rea te r  
sophistication, the greatest value of  Saas in dentistry 
is undoubtedly the anytime, anywhere access to data. 
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�u�l�t�i�m�a�t�e� �r�e�a�s�o�n� �f�o�r� �m�u�l�t�i�-�l�o�c�a�t�i�o�n�s� �t�o� �u�s�e� �S�a�a�S� �i�s� �t�h�a�t� �i�t� 
�i�s� �a� �f�r�a�c�t�i�o�n� �o�f � �t�h�e� �c�o�s�t� �o�f � �o�t�h�e�r� �s�o�l�u�t�i�o�n�s�.� �T�h�e� �i�n�t�e�r�n�e�t� 
�i�s� �t�h�e� �n�e�t�w�o�r�k�,� �a�n�d� �t�h�e� �s�e�r�v�e�r�s� �a�r�e� �o�w�n�e�d� �a�n�d� �o�p�e�r�a�t�e�d� 
�b�y� �t�h�e� �S�a�a�S� �p�r�o�v�i�d�e�r�.� �T�h�e�r�e� �i�s� �n�o� �n�e�e�d� �f�o�r� �e�x�p�e�n�s�i�v�e� 
�h�a�r�d�w�a�r�e�, � �c�o�s�t�l �y� �n�e�t�w�o�r�k�i �n�g�, � �a�n�d� �o�u�t�r�a�g �e�o�u�s� 
�c�o�m�m�u�n�i�c�a�t�i�o�n�s� �c�o�s�t�s�.� 

�2�.�5� �C�o�n�n�e�c�t�i�v�i�t�y� 

�S�i�n�c�e� �S�a�a�S� �a�p�p�l�i�c�a�t�i�o�n�s� �a�r�e� �o�n�l�i�n�e�,� �t�h�e�y� �c�a�n� 
�b�e� �e�a�s�i�l�y� �a�c�c�e�s�s�e�d� �b�y� �a�n�y�o�n�e� �w�i�t�h� �s�e�c�u�r�i�t�y� �c�l�e�a�r�a�n�c�e�.� 
�F�o�r� �i�n�s�t�a�n�c�e�,� �a� �b�o�o�k�k�e�e�p�e�r� �o�r� �a�c�c�o�u�n�t�a�n�t� �n�e�e�d� �n�o�t� 
�c�o�m�e� �t�o� �c�l�i�e�n�t�'�s� �o�f�f�i�c�e� �t�o� �g�a�t�h�e�r� �p�r�o�d�u�c�t�i�o�n� �a�n�d� 
�c�o�l�l�e�c�t�i�o�n� �i�n�f�o�r �m�a�t�i�o�n�.� 

�M�o�r�e� �i�m�p�o�r�t�a�n�t�l�y�,� �S�a�a�S� �a�l�l�o�w�s� �d�i�r�e�c�t� �p�a�t�i�e�n�t� 
�c�o�m�m�u�n�i�c�a�t�i�o�n�s�.� �P�a�t�i�e�n�t�s� �c�a�n� �r�e�g�i�s�t�e�r� �o�n�l�i�n�e�;� �t�h�e�y� �c�a�n� 
�v�i�e�w� �s�t�a�t�e�m�e�n�t�s� �o�n�l�i�n�e�;� �t�h�e�y� �c�a�n� �p�a�y� �o�n�l�i�n�e�.� 
�A�p�p�o�i�n�t�m�e�n�t� �r�e�m�i�n�d�e�r�s� �c�a�n� �b�e� �a�u�t�o�m�a�t�i�c�a�l�l�y� �s�e�n�t� 
�f�r�o�m� �i�n�f�o�r �m�a�t�i�o�n� �o�n� �t�h�e� �a�p�p�o�i�n�t�m�e�n�t� �s�c�h�e�d�u�l�e�r�.� 
�A�n�d�,� �t�h�e�s�e� �i�d�e�a�s� �a�r�e� �o�n�l�y� �t�h�e� �t�i�p� �o�f � �t�h�e� �i�c�e�b�e�r�g�.

�T�h�e� �k�e�y� �c�h�a�r�a�c�t�e�r�i�s�t�i�c�s� �o�f � �S�a�a�S� �s�o�f�t�w�a�r�e� �c�a�n� 
�b�e� �s�u�m�m�a�r�i�z�e�d� �a�s� �[�8�]�:

�N�e�t�w�o�r�k�-�b�a�s�e�d� �a�c�c�e�s�s� �t�o�,� �a�n�d� �m�a�n�a�g�e�m�e�n�t� �o�f�,� 
�c�o�m�m�e�r�c�i�a�l�l�y� �a�v�a�i�l�a�b�l�e� �s�o�f�t�w�a�r�e� �a�c�t�i�v�i�t�i�e�s� �t�h�a�t� �a�r�e� 
�m�a�n�a�g�e�d� �f�r�o�m� �c�e�n�t�r�a�l� �l�o�c�a�t�i�o�n�s� �r�a�t�h�e�r� �t�h�a�n� �a�t� 
�e�a�c�h� �c�u�s�t�o�m�e�r�'�s� �s�i�t�e�.� 

�E�n�a�b�l �i �n�g� �c�u�s�t �o�m�e�r�s � �t �o� �a�c�c�e�s�s � �a �p�p�l �i �c�a�t �i �o�n�s� 
�r �e�m�o�t �e�l �y� �v�i �a � �t �h�e� �W�e�b� �w�h�i �c�h� �o�b�v�i �a �t �e�s� �t �h�e� �n�e�e�d� 
�f �o�r � �d�o�w�n�l �o�a�d�a�b�l �e� �p�a�t �c�h�e�s� �a �n�d� �u�p�g �r �a�d�e�s�. � 

�G�e �n �e �r �a �l �l �y � �p �r �i �c �e �d � �o �n � �a � �p �e �r �- �u �s �e �r � �b �a �s �i �s�, � 
�s �o �m�e �t �i �m�e �s � �w�i �t �h � �a � �r �e �l �a �t �i �v�e �l �y � �s �m�a �l �l � �m�i �n �i �m�u�m� 
�n�u �m�b�e �r � �o �f � �u �s �e �r �s�, � �a �n �d � �o �f �t �e �n � �w�i �t �h � �a �d �d �i �t �i �o �n �a �l � 
�f �e �e �s � �f �o �r � �e �x �t �r �a � �b �a �n �d �w�i �d �t �h � �a �n �d � �s �t �o �r �a �g �e�. � 
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ABSTRACT

Software is everywhere - in devices in our pockets, in the vehicles we travel in, in our banks, hospitals and homes - and its 
correct operation is essential for our health and well-being. Over the past decade, software applications have grown significantly in terms 
of  their size and capabilities.

Between now and 2025, the ability of  organizations and their products, systems, and services to compete, adapt, and survive 
will depend increasingly on quality of  software. As is being seen in current products (automobiles, aircraft, radios) and services 
(financial, communications, defense), software provides both competitive differentiation and rapid adaptability to competitive change. 
It facilitates rapid tailoring of  products and services to different market sectors, and rapid and flexible supply chain management. The 
resulting software-intensive systems face ever-increasing demands to provide safe, secure, and reliable systems; to provide competitive 
discriminators in the marketplace; to support the coordination of  multicultural global enterprises; to enable rapid adaptation to 
change; and to help people cope with complex masses of  data and information. These demands will cause major differences in the 
processes currently used to define, design, develop, deploy, and evolve a diverse variety of  software-intensive systems

Software engineering (SE) is about developing, maintaining and managing high-quality software systems in a cost-effective 
and predictable way. This paper is an attempt to educate the reader that in some cases traditional software applications remain the right 
choice, but in other cases deploying SaaS applications provide a better business case..

1. Introduction

SaaS is a software delivery model where 
instead of  purchasing the software, users can rent 
the software on a monthly cost-per-user or usage 
basis and can scale up or down as needed.

Software as a service (SaaS, typically 
pronounced 'Sass') is a model of  software deployment 
where an application is hosted as a service for the 
customers across the Internet. By eliminating the need 
to install and run the application on the customer's 
own computer, SaaS alleviates the customer's burden 
of  software maintenance, ongoing operation, and 
support. Using SaaS can reduce the up-front expense 
on software purchases, through less costly, on-
demand pricing. 

From the software vendor's standpoint, SaaS 
has the attraction of  providing stronger protection of  
its intellectual property and establishing an ongoing 
revenue stream. The SaaS software vendor may host 
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the application on its own web server, or this function 
may be handled by a third-party application service 
provider (ASP). 

The Software-as-a-Service (SaaS) revolution 
allows companies to subscribe to software 
applications and outsource operating the back-end 
infrastructure to the SaaS vendor. In most cases, the 
SaaS vendor can do this much more cost effectively; 
providing overall cost savings for the company. As a 
result, companies can spread their IT budget for many 
more applications to support and grow their business 
operations which will in turn contribute to the bottom 
line.

2. Features of  SaaS

2.1 Rent Instead of  Buy [6]

One of  the downside of  traditional software 
is the risk of  buying an application that doesn't fit 
immediate and changing requirements. Either way, 
people  are stuck with what they bought, and the only 
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solution is to buy new software. SaaS takes away this 
risk. If  the application no more fits the requirements, 
the subscription just needs to be stopped. Another 
problem with traditional software is the difficulty of  
version control. Updates can be costly, and re-
installation can be problematic. With a SaaS 
application, one always have the latest version every 
time they sign on.

2.2 Working of   Software as a Service 

Software as a Service or “on demand” 
applications refer to web-based software applications 
where the underlying hardware and software 
components are shared by all users of  the application. 
The hardware that is used to run the software is not 
located at the customer's premises but in high-tech 
data centers and is managed by the provider of  the 
service. Users gain access to the software interface 
through an internet browser. No software has to be 
installed on the user's computer and they don't need 
to worry about upgrades of  the software or backups 
of  the data that is saved.     

SaaS is based on the principle of  sharing: the 
sharing of  resources, computer hardware, knowledge, 
and most importantly the sharing of  cost. Typically, 
one pays for the software based upon usage, which 
usually translates into a monthly subscription. 
Basically,  the software is rented instead of  buying.

2.3 Safety and Security [4]

One of  the greatest advantages of  a Saas 
application is the safety and security of  remote 
storage. Saas providers like Planet DDS have their 
servers in high security facilities, which are designed to 
house the servers of  companies like Merrill Lynch 
and Bank of  America. They are impenetrable without 
appropriate security clearance, and they can withstand 
the greatest of  natural disasters. Additionally, a real 
time back-up of  all data is co-located in a second 
facility. This type of  security far exceeds that of  a 
typical dental office.

2.4 SaaS is Ideal for Multi-Locations 

Bes ides  lower  cos t s  and  g rea te r  
sophistication, the greatest value of  Saas in dentistry 
is undoubtedly the anytime, anywhere access to data. 

�D�e�n�t�i�s�t�s� �w�h�o� �o�w�n� �o�r� �w�o�r�k� �i�n� �m�u�l�t�i�p�l�e� �l�o�c�a�t�i�o�n�s� �a�r�e� 
�a�l�r�e�a�d�y� �t�a�k�i�n�g� �a�d�v�a�n�t�a�g�e� �o�f � �t�h�i�s� �t�r�e�m�e�n�d�o�u�s� �f�e�a�t�u�r�e�.� 
�A�p�p�o�i�n�t�m�e�n�t�s� �c�a�n� �b�e� �m�a�d�e� �a�t� �a�n�y�t�i�m�e� �f�o�r� �a�n�y� 
�l�o�c�a�t�i�o�n�.� �C�e�n�t�r�a�l� �b�u�s�i�n�e�s�s� �f�u�n�c�t�i�o�n�s�,� �l�i�k�e� �b�i�l�l�i�n�g� �a�n�d� 
�i�n�s�u�r�a�n�c�e� �m�a�n�a�g�e�m�e�n�t�,� �c�a�n� �b�e� �d�o�n�e� �f�r�o�m� �a�n�y�w�h�e�r�e� 
�o�r� �e�a�s�i�l�y� �o�u�t�s�o�u�r�c�e�d�.� �R�e�p�o�r�t�s� �c�a�n� �e�v�a�l�u�a�t�e� �p�r�a�c�t�i�c�e� 
�p�e�r�f�o�r�m�a�n�c�e� �b�y� �a�n�y� �a�n�d� �a�l�l� �l�o�c�a�t�i�o�n�s�.� 

�A�l�s�o�,� �s�i�n�c�e� �o�n�l�y� �a� �b�r�o�w�s�e�r� �a�n�d� �a�n� �i�n�t�e�r�n�e�t� 
�c�o�n�n�e�c�t�i�o�n� �t�o� �a�c�c�e�s�s� �t�h�e� �a�p�p�l�i�c�a�t�i�o�n� �i�s� �n�e�e�d�e�d�,� �i�t� �c�a�n� �b�e� 
�d�e�p�l�o�y�e�d� �v�e�r�y� �r�a�p�i�d�l�y� �a�n�d� �c�a�n� �b�e� �s�c�a�l�e�d� �u�p�w�a�r�d� �t�o� �a�n�y� 
�n�u�m�b�e�r� �o�f � �o�f�f�i�c�e�s�.� �A�n�d�,� �i�f � �a�l�l� �t�h�a�t� �i�s�n�'�t� �e�n�o�u�g�h�,� �t�h�e� 
�u�l�t�i�m�a�t�e� �r�e�a�s�o�n� �f�o�r� �m�u�l�t�i�-�l�o�c�a�t�i�o�n�s� �t�o� �u�s�e� �S�a�a�S� �i�s� �t�h�a�t� �i�t� 
�i�s� �a� �f�r�a�c�t�i�o�n� �o�f � �t�h�e� �c�o�s�t� �o�f � �o�t�h�e�r� �s�o�l�u�t�i�o�n�s�.� �T�h�e� �i�n�t�e�r�n�e�t� 
�i�s� �t�h�e� �n�e�t�w�o�r�k�,� �a�n�d� �t�h�e� �s�e�r�v�e�r�s� �a�r�e� �o�w�n�e�d� �a�n�d� �o�p�e�r�a�t�e�d� 
�b�y� �t�h�e� �S�a�a�S� �p�r�o�v�i�d�e�r�.� �T�h�e�r�e� �i�s� �n�o� �n�e�e�d� �f�o�r� �e�x�p�e�n�s�i�v�e� 
�h�a�r�d�w�a�r�e�, � �c�o�s�t�l �y� �n�e�t�w�o�r�k�i �n�g�, � �a�n�d� �o�u�t�r�a�g �e�o�u�s� 
�c�o�m�m�u�n�i�c�a�t�i�o�n�s� �c�o�s�t�s�.� 

�2�.�5� �C�o�n�n�e�c�t�i�v�i�t�y� 

�S�i�n�c�e� �S�a�a�S� �a�p�p�l�i�c�a�t�i�o�n�s� �a�r�e� �o�n�l�i�n�e�,� �t�h�e�y� �c�a�n� 
�b�e� �e�a�s�i�l�y� �a�c�c�e�s�s�e�d� �b�y� �a�n�y�o�n�e� �w�i�t�h� �s�e�c�u�r�i�t�y� �c�l�e�a�r�a�n�c�e�.� 
�F�o�r� �i�n�s�t�a�n�c�e�,� �a� �b�o�o�k�k�e�e�p�e�r� �o�r� �a�c�c�o�u�n�t�a�n�t� �n�e�e�d� �n�o�t� 
�c�o�m�e� �t�o� �c�l�i�e�n�t�'�s� �o�f�f�i�c�e� �t�o� �g�a�t�h�e�r� �p�r�o�d�u�c�t�i�o�n� �a�n�d� 
�c�o�l�l�e�c�t�i�o�n� �i�n�f�o�r �m�a�t�i�o�n�.� 

�M�o�r�e� �i�m�p�o�r�t�a�n�t�l�y�,� �S�a�a�S� �a�l�l�o�w�s� �d�i�r�e�c�t� �p�a�t�i�e�n�t� 
�c�o�m�m�u�n�i�c�a�t�i�o�n�s�.� �P�a�t�i�e�n�t�s� �c�a�n� �r�e�g�i�s�t�e�r� �o�n�l�i�n�e�;� �t�h�e�y� �c�a�n� 
�v�i�e�w� �s�t�a�t�e�m�e�n�t�s� �o�n�l�i�n�e�;� �t�h�e�y� �c�a�n� �p�a�y� �o�n�l�i�n�e�.� 
�A�p�p�o�i�n�t�m�e�n�t� �r�e�m�i�n�d�e�r�s� �c�a�n� �b�e� �a�u�t�o�m�a�t�i�c�a�l�l�y� �s�e�n�t� 
�f�r�o�m� �i�n�f�o�r �m�a�t�i�o�n� �o�n� �t�h�e� �a�p�p�o�i�n�t�m�e�n�t� �s�c�h�e�d�u�l�e�r�.� 
�A�n�d�,� �t�h�e�s�e� �i�d�e�a�s� �a�r�e� �o�n�l�y� �t�h�e� �t�i�p� �o�f � �t�h�e� �i�c�e�b�e�r�g�.

�T�h�e� �k�e�y� �c�h�a�r�a�c�t�e�r�i�s�t�i�c�s� �o�f � �S�a�a�S� �s�o�f�t�w�a�r�e� �c�a�n� 
�b�e� �s�u�m�m�a�r�i�z�e�d� �a�s� �[�8�]�:

�N�e�t�w�o�r�k�-�b�a�s�e�d� �a�c�c�e�s�s� �t�o�,� �a�n�d� �m�a�n�a�g�e�m�e�n�t� �o�f�,� 
�c�o�m�m�e�r�c�i�a�l�l�y� �a�v�a�i�l�a�b�l�e� �s�o�f�t�w�a�r�e� �a�c�t�i�v�i�t�i�e�s� �t�h�a�t� �a�r�e� 
�m�a�n�a�g�e�d� �f�r�o�m� �c�e�n�t�r�a�l� �l�o�c�a�t�i�o�n�s� �r�a�t�h�e�r� �t�h�a�n� �a�t� 
�e�a�c�h� �c�u�s�t�o�m�e�r�'�s� �s�i�t�e�.� 

�E�n�a�b�l �i �n�g� �c�u�s�t �o�m�e�r�s � �t �o� �a�c�c�e�s�s � �a �p�p�l �i �c�a�t �i �o�n�s� 
�r �e�m�o�t �e�l �y� �v�i �a � �t �h�e� �W�e�b� �w�h�i �c�h� �o�b�v�i �a �t �e�s � �t �h�e� �n�e�e�d� 
�f �o�r � �d�o�w�n�l �o�a�d�a�b�l �e� �p�a�t �c�h�e�s� �a �n�d� �u�p�g �r �a�d�e�s�. � 

�G�e �n �e �r �a �l �l �y � �p �r �i �c �e �d � �o �n � �a � �p �e �r �- �u �s �e �r � �b �a �s �i �s�, � 
�s �o �m�e �t �i �m�e �s � �w�i �t �h � �a � �r �e �l �a �t �i �v�e �l �y � �s �m�a �l �l � �m�i �n �i �m�u�m� 
�n�u �m�b�e �r � �o �f � �u �s �e �r �s�, � �a �n �d � �o �f �t �e �n � �w�i �t �h � �a �d �d �i �t �i �o �n �a �l � 
�f �e �e �s � �f �o �r � �e �x �t �r �a � �b �a �n �d �w�i �d �t �h � �a �n �d � �s �t �o �r �a �g �e�. � 
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�3�.� �P�o�t�e�n�t�i�a�l� �A�p�p�l�i�c�a�t�i�o�n�s� �o�f � �S�a�a�S� �[�2�]�,�[�7�]

�W�i�t�h� �t�h�e� �f�e�a�t�u�r�e�s� �m�e�n�t�i�o�n�e�d� �a�b�o�v�e�,� �S�a�a�S� �c�a�n� 
�a�s�s�u�m�e� �d�i�f�f�e�r�e�n�t� �r�o�l�e�s� �o�f � �s�o�f�t�w�a�r�e� �i�n� �a�n� �o�r�g�a�n�i�z�a�t�i�o�n�,� 
�s�u�c�h� �a�s�:

�3�.�1� �E�n�t�e�r�p�r�i�s�e� �S�o�f�t�w�a�r�e� �A�p�p�l�i�c�a�t�i�o�n� 
�B�u�s�i�n�e�s�s� �F�u�n�c�t�i�o�n�s

�O�r�g�a�n�i�z�e� �i�n�t�e�r�n�a�l� �a�n�d� �e�x�t�e�r�n�a�l� �i�n�f�o�r �m�a�t�i�o�n�.
�S�h�a�r�e� �d�a�t�a� �a�m�o�n�g� �i�n�t�e�r�n�a�l� �a�n�d� �e�x�t�e�r�n�a�l� �u�s�e�r�s�.
�T�h�e� �m�o�s�t� �s�t�a�n�d�a�r�d� �t�y�p�e� �o�f � �s�o�f�t�w�a�r�e� �a�p�p�l�i�c�a�b�l�e� �t�o� 
�S�a�a�S� �m�o�d�e�l�.
�E�x�a�m�p�l�e�:� �S�a�l�e�f�o�r�c�e�.�c�o�m� �C�R�M� �a�p�p�l�i�c�a�t�i�o�n�,� �S�i�e�b�e�l� 
�O�n�-�d�e�m�a�n�d� �a�p�p�l�i�c�a�t�i�o�n�.

�3�.�2 � �S�i�n�g�l�e�-�U�s�e�r� �S�o�f�t�w�a�r�e� �A�p�p�l�i�c�a�t�i�o�n

�O�r�g�a�n�i�z�e� �p�e�r�s�o�n�a�l� �i�n�f�o�r �m�a�t�i�o�n�.
�R�u�n� �o�n� �u�s�e�r�s�'� �o�w�n� �l�o�c�a�l� �c�o�m�p�u�t�e�r�.
�S�e�r �v�e� �o�n�l�y� �o�n�e� �u�s�e�r� �a�t� �a� �t�i�m�e�.
�I�n�a�p�p�l�i�c�a�b�l�e� �t�o� �S�a�a�S� �m�o�d�e�l�.
�D�a�t�a� �s�e�c�u�r�i�t�y� �i�s�s�u�e�.
�N�e�t�w�o�r�k� �p�e�r�f�o�r�m�a�n�c�e� �i�s�s�u�e�.
�E�x�a�m�p�l�e�:� �M�i�c�r�o�s�o�f�t� �o�f�f�i�c�e� �s�u�i�t�e�.

�3�.�3� �I�n�f�r�a�s�t�r�u�c�t�u�r�e� �S�o�f�t�w�a�r�e

�S�e�r �v�e� �a�s� �t�h�e� �f�o�u�n�d�a�t�i�o�n� �f�o�r� �m�o�s�t� �o�t�h�e�r� �e�n�t�e�r�p�r�i�s�e� 
�s�o�f�t�w�a�r�e� �a�p�p�l�i�c�a�t�i�o�n �i�n�a�p�p�l�i�c�a�b�l�e� �t�o� �S�a�a�S� �m�o�d�e�l�.
�E�x�a�m�p�l�e�:� �W�i�n�d�o�w� �X�P�,� �O�r�a�c�l�e� �d�a�t�a�b�a�s�e�.

�4�. � �D�e�l�i�v�e�r �y� �M�o�d�e�l�s� �f�o�r� �S�a�a�S

�F�i�g�.�1� �s�h�o�w�s� �v�a�r�i�o�u�s� �i�n�f�r�a�s�t�r�u�c�t�u�r�a�l� �d�e�l�i�v�e�r�y� �m�o�d�e�l�s� 
�f�o�r� �S�a�a�S�.� �S�a�a�S� �s�y�t�e�m�s� �c�a�n� �b�e� �c�o�n�f�i�g�u�r�e�d� �a�n�d� �d�e�l�i�v�e�r�e�d� 
�u�s�i�n�g� �a�n�y� �o�f � �t�h�e�s�e� �m�o�d�e�l�s� �t�o� �c�o�v�e�r� �a�l�l� �d�e�p�l�o�y�m�e�n�t� 
�b�a�s�e�s�.� �S�a�a�S� �s�o�f�t�w�a�r�e� �c�a�n� �b�e� �h�o�s�t�e�d� �a�s� �i�s�o�l�a�t�e�d� �t�e�n�a�n�c�y�,� 
�H�y�b�r�i�d� �t�e�n�a�n�c�y� �o�r� �M�u�l�t�i� �t�e�n�a�n�c�y�.

 

5. Ecosystem of  SaaS

Fig.2 depicts various participants which make 
SaaS a reality for the users and all of  which facilitate 
extending the services to a broader range of  market 
and delivering a larger variety of  customer solutions.

6. Advantages [8],[11]

The advantages of  SaaS over traditional 
software are substantial: 

1. No upfront costs or risk  if  the application 
isn't right.  

2.  Lower hardware and networking costs. The 
internet is the network and one only needs a 
browser for access. 

3.  Safer and more secure data storage. Data is 
typically stored in highly secure locations and 
backup is instantaneous. 

4. Anytime, anywhere access. One doesn't have 
to be in the office to see or work with their 
data. 

5. No need to compromise on the software 
specifications. One is able to rent high-end 
software, instead of  settling for a lesser 
product because of  price. 

6. Online collaboration with colleagues.  Each 
one of  them can look at the same data, at the 
same time from anywhere with internet 
access.
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7. Conclusion

This paper has presented, SaaS as a mature 
technology in a number of  industries, and it has 
started to make inroads in dentistry. Since the Web is 
now woven into the lives of   over one hundred million 
people in this country, it is inevitable that SaaS 
applications will become an important part of  the 
dental and medical industry. One of  the most 
compelling reasons for developing SaaS applications is 
the opportunity to implement alternative pricing 
models that focus on establishing and maintaining 
recurring revenue streams. Most SaaS vendors charge 
some kind of  monthly "hosting" or "subscription" 
fee.
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�3�.� �P�o�t�e�n�t�i�a�l� �A�p�p�l�i�c�a�t�i�o�n�s� �o�f � �S�a�a�S� �[�2�]�,�[�7�]

�W�i�t�h� �t�h�e� �f�e�a�t�u�r�e�s� �m�e�n�t�i�o�n�e�d� �a�b�o�v�e�,� �S�a�a�S� �c�a�n� 
�a�s�s�u�m�e� �d�i�f�f�e�r�e�n�t� �r�o�l�e�s� �o�f � �s�o�f�t�w�a�r�e� �i�n� �a�n� �o�r�g�a�n�i�z�a�t�i�o�n�,� 
�s�u�c�h� �a�s�:

�3�.�1� �E�n�t�e�r�p�r�i�s�e� �S�o�f�t�w�a�r�e� �A�p�p�l�i�c�a�t�i�o�n� 
�B�u�s�i�n�e�s�s� �F�u�n�c�t�i�o�n�s

�O�r�g�a�n�i�z�e� �i�n�t�e�r�n�a�l� �a�n�d� �e�x�t�e�r�n�a�l� �i�n�f�o�r �m�a�t�i�o�n�.
�S�h�a�r�e� �d�a�t�a� �a�m�o�n�g� �i�n�t�e�r�n�a�l� �a�n�d� �e�x�t�e�r�n�a�l� �u�s�e�r�s�.
�T�h�e� �m�o�s�t� �s�t�a�n�d�a�r�d� �t�y�p�e� �o�f � �s�o�f�t�w�a�r�e� �a�p�p�l�i�c�a�b�l�e� �t�o� 
�S�a�a�S� �m�o�d�e�l�.
�E�x�a�m�p�l�e�:� �S�a�l�e�f�o�r�c�e�.�c�o�m� �C�R�M� �a�p�p�l�i�c�a�t�i�o�n�,� �S�i�e�b�e�l� 
�O�n�-�d�e�m�a�n�d� �a�p�p�l�i�c�a�t�i�o�n�.

�3�.�2 � �S�i�n�g�l�e�-�U�s�e�r� �S�o�f�t�w�a�r�e� �A�p�p�l�i�c�a�t�i�o�n

�O�r�g�a�n�i�z�e� �p�e�r�s�o�n�a�l� �i�n�f�o�r �m�a�t�i�o�n�.
�R�u�n� �o�n� �u�s�e�r�s�'� �o�w�n� �l�o�c�a�l� �c�o�m�p�u�t�e�r�.
�S�e�r �v�e� �o�n�l�y� �o�n�e� �u�s�e�r� �a�t� �a� �t�i�m�e�.
�I�n�a�p�p�l�i�c�a�b�l�e� �t�o� �S�a�a�S� �m�o�d�e�l�.
�D�a�t�a� �s�e�c�u�r�i�t�y� �i�s�s�u�e�.
�N�e�t�w�o�r�k� �p�e�r�f�o�r�m�a�n�c�e� �i�s�s�u�e�.
�E�x�a�m�p�l�e�:� �M�i�c�r�o�s�o�f�t� �o�f�f�i�c�e� �s�u�i�t�e�.

�3�.�3� �I�n�f�r�a�s�t�r�u�c�t�u�r�e� �S�o�f�t�w�a�r�e

�S�e�r �v�e� �a�s� �t�h�e� �f�o�u�n�d�a�t�i�o�n� �f�o�r� �m�o�s�t� �o�t�h�e�r� �e�n�t�e�r�p�r�i�s�e� 
�s�o�f�t�w�a�r�e� �a�p�p�l�i�c�a�t�i�o�n �i�n�a�p�p�l�i�c�a�b�l�e� �t�o� �S�a�a�S� �m�o�d�e�l�.
�E�x�a�m�p�l�e�:� �W�i�n�d�o�w� �X�P�,� �O�r�a�c�l�e� �d�a�t�a�b�a�s�e�.

�4�. � �D�e�l�i�v�e�r �y� �M�o�d�e�l�s� �f�o�r� �S�a�a�S

�F�i�g�.�1� �s�h�o�w�s� �v�a�r�i�o�u�s� �i�n�f�r�a�s�t�r�u�c�t�u�r�a�l� �d�e�l�i�v�e�r�y� �m�o�d�e�l�s� 
�f�o�r� �S�a�a�S�.� �S�a�a�S� �s�y�t�e�m�s� �c�a�n� �b�e� �c�o�n�f�i�g�u�r�e�d� �a�n�d� �d�e�l�i�v�e�r�e�d� 
�u�s�i�n�g� �a�n�y� �o�f � �t�h�e�s�e� �m�o�d�e�l�s� �t�o� �c�o�v�e�r� �a�l�l� �d�e�p�l�o�y�m�e�n�t� 
�b�a�s�e�s�.� �S�a�a�S� �s�o�f�t�w�a�r�e� �c�a�n� �b�e� �h�o�s�t�e�d� �a�s� �i�s�o�l�a�t�e�d� �t�e�n�a�n�c�y�,� 
�H�y�b�r�i�d� �t�e�n�a�n�c�y� �o�r� �M�u�l�t�i� �t�e�n�a�n�c�y�.

 

5. Ecosystem of  SaaS

Fig.2 depicts various participants which make 
SaaS a reality for the users and all of  which facilitate 
extending the services to a broader range of  market 
and delivering a larger variety of  customer solutions.

6. Advantages [8],[11]

The advantages of  SaaS over traditional 
software are substantial: 

1. No upfront costs or risk  if  the application 
isn't right.  

2.  Lower hardware and networking costs. The 
internet is the network and one only needs a 
browser for access. 

3.  Safer and more secure data storage. Data is 
typically stored in highly secure locations and 
backup is instantaneous. 

4. Anytime, anywhere access. One doesn't have 
to be in the office to see or work with their 
data. 

5. No need to compromise on the software 
specifications. One is able to rent high-end 
software, instead of  settling for a lesser 
product because of  price. 

6. Online collaboration with colleagues.  Each 
one of  them can look at the same data, at the 
same time from anywhere with internet 
access.
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7. Conclusion

This paper has presented, SaaS as a mature 
technology in a number of  industries, and it has 
started to make inroads in dentistry. Since the Web is 
now woven into the lives of   over one hundred million 
people in this country, it is inevitable that SaaS 
applications will become an important part of  the 
dental and medical industry. One of  the most 
compelling reasons for developing SaaS applications is 
the opportunity to implement alternative pricing 
models that focus on establishing and maintaining 
recurring revenue streams. Most SaaS vendors charge 
some kind of  monthly "hosting" or "subscription" 
fee.
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Rural Mobile Telemedicine Unit with Medical Image 
Processing  System : A proposed model for Uttarakhand

ABSTRACT

We have proposed  a model for mobile telemedicine system, and discuss its applications and feasibility of  implementing it in 
Uttarakhand. This paper  presents technical considerations required to realize a practical mobile telemedicine system, techniques for 
multiple medical data transmission, and process to compress the multiple medical data using image processing software applications 
before transmission. The latter is necessary as we have limited bandwidth of  network in the proposed model . The telemedicine system  
could be used in moving vehicles for remote / hilly states of  India and other developing countries . 

Keywords : Uttarakhand, Telemedicine, ICT ,Medical Image Processing , RTU , MTU , DICOM , MVE 

1. Introduction

The condition of  primary healthcare centers  
in Uttarakhand  is not very good. Most of  these exist 
for name sake only, with hardly any medical or para-
medical staff. Because of  difficult terrains it is not 
possible to set up hospitals in the area. In such a 
scenario, telemedicine can be a better solution to 
provide emergent aid to the 2.5 million  citizen of  
Uttarakhand. Telemedicine can be helpful  to change 
the whole meaning of  healthcare in hilly or remote 
regions .[1]   

An effective telemedicine system with the 
help  of  computer and communication technologies 
can be designed for the hilly state of  Uttarakhand, that 
should facilitate delivery of  some health related 
services to remote / hilly  areas. In this paper, we 
present a mobile health system, having medical image 
processing system and  telemedicine applications for 
hilly / remote areas of  Uttarakhand . First, we will 
identify functional requirements for a mobile 
telemedicine system.  Second, we describe the 
structure and functions of  medical image processing  
system.  Lastly, we discuss medical image processing 
methods that can be used to solve basic problems 
related with transmission of  medical images in a 
telemedicine system .

*Professor & Head , Department of  Computer Science Kumoun University , Nainitaal 
**Asst. Professor, Department of  Computer Science Amrapali Institute  , Haldwani-(Uttarakhand) sharmamkhld@gmail.com
***Senior Lecturer , Department of  Computer Science IMS   ,Dehradun -(Uttarakhand) 

Dr. Durgesh Pant  *
Dr.M.K. Sharma **

Anand Singh *** 

�2�.� �W�h�y� �T�e�l�e�m�e�d�i�c�i�n�e� �f�o�r� �U�t�t�a�r�a�k�h�a�n�d� 

�T�e�l�e�m�e�d�i�c�i�n�e� �h�a�s� �b�e�e�n� �d�e�f�i�n�e�d� �a�s� �t�h�e� �u�s�e� �o�f � 
�t�e�l�e�c�o�m�m�u�n�i�c�a�t�i�o�n�s� �t�o� �p�r�o�v�i�d�e� �m�e�d�i�c�a�l� �i�n�f�o�r �m�a�t�i�o�n� 
�a�n�d� �s�e�r �v�i�c�e�s�.� �I�t� �m�a�y� �b�e� �a�s� �s�i�m�p�l�e� �a�s� �t�w�o� �h�e�a�l�t�h� 
�p�r�o�f�e�s�s�i�o�n�a�l�s� �d�i�s�c�u�s�s�i�n�g� �a� �c�a�s�e� �o�v�e�r� �t�h�e� �t�e�l�e�p�h�o�n�e� �o�r� 
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�v�i�d�e�o�c�o�n�f�e�r�e�n�c�i�n�g� �e�q�u�i�p�m�e�n�t�.� �T�e�l�e�m�e�d�i�c�i�n�e� �i�s� �t�h�e� 
�p�r�a�c�t�i�c�e� �o�f � �m�e�d�i�c�i�n�e� �o�v�e�r� �d�i�s�t�a�n�c�e� �t�h�r�o�u�g�h� �t�h�e� �u�s�e� �o�f � 
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�T�e�l�e�m�e�d�i�c�i�n�e� �c�a�n� �b�r�i�n�g� �a� �g�e�o�g�r�a�p�h�i�c�a�l�l�y� �r�e�m�o�t�e� 
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Video consultations from a rural clinic of  
Uttarakhand village  to a specialist in Urban city 
like Delhi can alleviate prohibitive travel and 
associated costs for patients.

3. Design of   Proposed Model 

Telemedicine is defined as technologically 
facilitated remote consultation and diagnosis. 
Telemedicine systems are characterized by the type of  
information sent (such as clinical information, 
medical  images, or on-line consultation) and by the 
means used to transmit this information using 
modem, local or wide area networks, Ethernet or by 
other form of  network data transmission .

The proposed model shown in Fig 1, will be 
an ICT based mobile telemedicine system, which 
will work as an emergency health care unit for urban 
and rural areas of  Uttarakhand state. The system  
consists of  two major parts. First is a Rural 
Telemedicine Unit ( RTU ) or Mobile Telemedicine 
Unit (MTU ), that may be portable (easily movable) 
and located at the patient's site, and second is a base 
unit or doctor's unit located in a medical monitoring 
hospital. Communication between the two units can 
be established using wireless digital cellular, radio 
packet or ordinary fixed telephone lines.

3.1 Telemedicine Workstation

In order to provide medical care, especially 
in remote areas, we need to use a flexible, cost-
effective telemedicine workstation. The purpose 

of  telemedicine is to link district hospitals, city  
clinics, and remote locations to enable health care 
providers to exercise their expertise at the location 
of  the patient or other doctors,  using a 
combination of  video, audio, and externally 
acquired images. The telemedicine system should 
give remote telemedicine unit  a better access with  
urban health units  and help to manage limited 
health care resources more effectively. Possible 
applications of  this unit include ultrasound 
examinations, radiology, pathology, endoscopy, 
dermatology etc .  

3.2 Telemedicine Data Transmission 
Network 

The telemedicine workstation should be a 
single board multimedia system capable of  
digitizing audio and video, displaying up to 1280 x 
1024 pixels, on high processing  operations per 
second using a multimedia video processor. 
Workstation will use a network card such as an 
asynchronous transfer mode (ATM) interface 
adapter, so that the system is able to transmit and 
receive video, audio, and medical images at a fast 
speed. For high-bandwidth applications, the 
workstation should  encode video using the 
Motion Picture Experts Group (MPEG) standard 
and for low-bandwidth links, the International 
Telecommunication Union (ITU) H.320 standard 
for video conferencing can be used.

3.3  Medical Image Processing Unit 

Basic image manipulation functions such as 
90 degree rotations, horizontal and vertical flip are 
essential to correct the errors in image acquisition and 
assure that images can be presented to the clinicians in 
a way that they are accustomed to viewing them. 
Zooming and panning are necessitated by the limited 
spatial resolution of  CRTs when compared to X-ray 
films. Real-time window/level (brightness and 
contrast adjustment) is required because of  the need 
to interactively examine medical images with more 
than 8 bits/pixel by adjusting the range (window) and 
the center position (level) in the wide input dynamic 
range. In the case of  diagnostic video, manipulation 
functions such as play, record, pause and rewind are 

Fig 1 . Proposed Telemedicine Model for Uttarakhand 
with Image Processing Unit 
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Rural Mobile Telemedicine Unit with Medical Image 
Processing  System : A proposed model for Uttarakhand

ABSTRACT

We have proposed  a model for mobile telemedicine system, and discuss its applications and feasibility of  implementing it in 
Uttarakhand. This paper  presents technical considerations required to realize a practical mobile telemedicine system, techniques for 
multiple medical data transmission, and process to compress the multiple medical data using image processing software applications 
before transmission. The latter is necessary as we have limited bandwidth of  network in the proposed model . The telemedicine system  
could be used in moving vehicles for remote / hilly states of  India and other developing countries . 

Keywords : Uttarakhand, Telemedicine, ICT ,Medical Image Processing , RTU , MTU , DICOM , MVE 

1. Introduction

The condition of  primary healthcare centers  
in Uttarakhand  is not very good. Most of  these exist 
for name sake only, with hardly any medical or para-
medical staff. Because of  difficult terrains it is not 
possible to set up hospitals in the area. In such a 
scenario, telemedicine can be a better solution to 
provide emergent aid to the 2.5 million  citizen of  
Uttarakhand. Telemedicine can be helpful  to change 
the whole meaning of  healthcare in hilly or remote 
regions .[1]   

An effective telemedicine system with the 
help  of  computer and communication technologies 
can be designed for the hilly state of  Uttarakhand, that 
should facilitate delivery of  some health related 
services to remote / hilly  areas. In this paper, we 
present a mobile health system, having medical image 
processing system and  telemedicine applications for 
hilly / remote areas of  Uttarakhand . First, we will 
identify functional requirements for a mobile 
telemedicine system.  Second, we describe the 
structure and functions of  medical image processing  
system.  Lastly, we discuss medical image processing 
methods that can be used to solve basic problems 
related with transmission of  medical images in a 
telemedicine system .
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�2�.� �W�h�y� �T�e�l�e�m�e�d�i�c�i�n�e� �f�o�r� �U�t�t�a�r�a�k�h�a�n�d� 

�T�e�l�e�m�e�d�i�c�i�n�e� �h�a�s� �b�e�e�n� �d�e�f�i�n�e�d� �a�s� �t�h�e� �u�s�e� �o�f � 
�t�e�l�e�c�o�m�m�u�n�i�c�a�t�i�o�n�s� �t�o� �p�r�o�v�i�d�e� �m�e�d�i�c�a�l� �i�n�f�o�r �m�a�t�i�o�n� 
�a�n�d� �s�e�r �v�i�c�e�s�.� �I�t� �m�a�y� �b�e� �a�s� �s�i�m�p�l�e� �a�s� �t�w�o� �h�e�a�l�t�h� 
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�b�r�o�a�d�c�a�s�t� �a� �c�o�n�s�u�l�t�a�t�i�o�n� �b�e�t�w�e�e�n� �p�r�o�v�i�d�e�r�s� �a�t� 
�d �i �f �f �e �r �e �n �t � �f �a �c �i �l �i �t �i �e �s � �i �n � �t �w�o � �c �o �u �n �t �r �i �e �s�, � �u �s �i �n �g � 
�v�i�d�e�o�c�o�n�f�e�r�e�n�c�i�n�g� �e�q�u�i�p�m�e�n�t�.� �T�e�l�e�m�e�d�i�c�i�n�e� �i�s� �t�h�e� 
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�t�h�e� �b�e�n�e�f�i�t�s� �o�f � �t�h�i�s� �m�o�d�e�l� �f�o�r� �U�t�t�a�r�a�k�h�a�n�d� �:
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�a�w�a�y� �f�r�o�m� �a�d�v�a�n�c�e�d� �m�e�d�i�c�a�l� �c�a�r�e�,� �o�r� �e�v�e�n� �b�a�s�i�c� 
�s�e�r �v�i�c�e�s�,� �c�a�n� �d�i�r�e�c�t�l�y� �g�a�i�n� �a�c�c�e�s�s� �t�o� �h�i�g�h� �q�u�a�l�i�t�y� 
�m�e�d�i�c�a�l� �e�x�p�e�r�t�i�s�e� �w�i�t�h�o�u�t� �l�e�a�v�i�n�g� �t�h�e�i�r� �n�a�t�i�v�e� 
�p�l�a�c�e�,� � �u�s�i�n�g� � �t�e�l�e�m�e�d�i�c�i�n�e� �s�y�s�t�e�m� �.� 
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Video consultations from a rural clinic of  
Uttarakhand village  to a specialist in Urban city 
like Delhi can alleviate prohibitive travel and 
associated costs for patients.

3. Design of   Proposed Model 

Telemedicine is defined as technologically 
facilitated remote consultation and diagnosis. 
Telemedicine systems are characterized by the type of  
information sent (such as clinical information, 
medical  images, or on-line consultation) and by the 
means used to transmit this information using 
modem, local or wide area networks, Ethernet or by 
other form of  network data transmission .

The proposed model shown in Fig 1, will be 
an ICT based mobile telemedicine system, which 
will work as an emergency health care unit for urban 
and rural areas of  Uttarakhand state. The system  
consists of  two major parts. First is a Rural 
Telemedicine Unit ( RTU ) or Mobile Telemedicine 
Unit (MTU ), that may be portable (easily movable) 
and located at the patient's site, and second is a base 
unit or doctor's unit located in a medical monitoring 
hospital. Communication between the two units can 
be established using wireless digital cellular, radio 
packet or ordinary fixed telephone lines.

3.1 Telemedicine Workstation

In order to provide medical care, especially 
in remote areas, we need to use a flexible, cost-
effective telemedicine workstation. The purpose 

of  telemedicine is to link district hospitals, city  
clinics, and remote locations to enable health care 
providers to exercise their expertise at the location 
of  the patient or other doctors,  using a 
combination of  video, audio, and externally 
acquired images. The telemedicine system should 
give remote telemedicine unit  a better access with  
urban health units  and help to manage limited 
health care resources more effectively. Possible 
applications of  this unit include ultrasound 
examinations, radiology, pathology, endoscopy, 
dermatology etc .  

3.2 Telemedicine Data Transmission 
Network 

The telemedicine workstation should be a 
single board multimedia system capable of  
digitizing audio and video, displaying up to 1280 x 
1024 pixels, on high processing  operations per 
second using a multimedia video processor. 
Workstation will use a network card such as an 
asynchronous transfer mode (ATM) interface 
adapter, so that the system is able to transmit and 
receive video, audio, and medical images at a fast 
speed. For high-bandwidth applications, the 
workstation should  encode video using the 
Motion Picture Experts Group (MPEG) standard 
and for low-bandwidth links, the International 
Telecommunication Union (ITU) H.320 standard 
for video conferencing can be used.

3.3  Medical Image Processing Unit 

Basic image manipulation functions such as 
90 degree rotations, horizontal and vertical flip are 
essential to correct the errors in image acquisition and 
assure that images can be presented to the clinicians in 
a way that they are accustomed to viewing them. 
Zooming and panning are necessitated by the limited 
spatial resolution of  CRTs when compared to X-ray 
films. Real-time window/level (brightness and 
contrast adjustment) is required because of  the need 
to interactively examine medical images with more 
than 8 bits/pixel by adjusting the range (window) and 
the center position (level) in the wide input dynamic 
range. In the case of  diagnostic video, manipulation 
functions such as play, record, pause and rewind are 

Fig 1 . Proposed Telemedicine Model for Uttarakhand 
with Image Processing Unit 
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important for simulating the VCR environment often 
used in ultrasound consultation. 

4. Study of  Earlier Work 

Two telemedicine workstations were 
connected between the University of  Washington 
and Madigan Army Medical Center (50 miles 
from the university) in January 1995 and 
demonstrated to a group of  physicians from the 
University of  Washington, Madigan Army 
Med i c a l  C en t e r ,  a n d  S e a t t l e  Ve t e r a n ' s  
Administration Hospital. A workstation, a Fore 
Systems (Warrendale, Pennsylvania) ASX-200 
ATM switch and a DS-3 connection to a US West 
regional fiber ring supporting ATM over 
synchronous optical network (SONET) were 
installed at each site. X-ray, CT, and MR images 
were exchanged, manipulated, and discussed 
interactively between the two sites. Ultrasound 
video was acquired, compressed at one site, 
transmitted, decompressed, and displayed at the 
other site in real time using MPEG-1 at 30 frames 
per second (FPS). The general response from the 
physicians was positive, particularly with regard 
to the image quality, real-time MPEG video, and 
responsiveness of  the system. Also, several areas 
for  improvement  were  ident i f ied .  Most  
significantly, the host central processing unit 
(CPU) (i486) and host buses (VL and EISA) of  
each workstation proved to be a bottleneck, 
limiting image transfer throughput to 13-15 Mb/s 
out of  the 45 Mb/s DS-3 services . 

5. Medical  Imaging and Communications 
Standards/ Software 

5.1  DICOM 

The Digital Imaging and Communications 
in Medicine (DICOM) standard was created by the 
National Electrical Manufacturers Association 
(NEMA). Its aim is to support the distribution and 
viewing of  medical images from CT, MRI and 
other medical modalities. The DICOM format is 
an extension of  the older NEMA standard. A 
DICOM file contains a header and the image data. 
The header stores information about the patient's 

name, the type of  scan, position and dimension of  
image and lots of  other data. The image data part 
c o n t a i n s  a l l  t h e  i m a g e  i n f o r m a t i o n .
The ANALYZE format stores the header (*.hdr) 
and the image data (*.img) in separate files. The 
DICOM image data can be compressed  in 
contrast to ANALYZE data  either lossless or 
lossy in order to reduce disk space. DICOM is the 
common standar for scans in hospitals [13]. 

5.2 Medical Volume Explorer  (MVE)

MVE is a visualization program for medical 
data. It is based on OpenGL, GLScene and on Cg 
shaders from NVIDIA.The program supports 
different 2D views (axial, coronal and sagittal), 
Direct Volume Rendering, Maximum Intensity 
Projection (MIP) gradient lighting and a 
stereoscopic anaglyph visualization. MVE has a 
multi format file interface for CT, MRI, PET and 
SPECT data and can read DICOM, ANALYZE, 
BMP, GIF, JP2000, JPG, PNG, PCX, PNG, TGA 
and TIF files.

The Volume Viewer as the main module 
displays 3D data directly without further conversion 
of  the geometry like surface construction 
algorithms (marching cubes). The result is a natural 
and clear representation of  the volume data. The 
volume object can be rotated and scaled in real-time 
and viewed as a stereoscopic image.  MVE is divided 
into 4 modules :-

1. File Viewer for selecting and opening files.

2 . Image Viewer for 2D visualization of  axial, 
coronal and sagittal images.

3. Volume Viewer for 3D visualization with 
"Direct Volume Rendering" of  the whole 
volume including very high resolution (512 x 
512 x 512 voxels), clipping volumes with any 
angles, maximum intensity projection (MIP), 
stereoscopic anaglyph visualization.

4. Information Viewer for information about 
DICOM and ANALYZE files.

The program is freely available for medial, 
academic, research and educational use [14]. 
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5.3 Sample Image Processing in DICOM 
Standards  

People familiar with the medical imaging 
typically talk about the 'window center' and the 'window 
width' of  an image. This is simply a way of  describing 
the 'brightness' and 'contrast' of  the image. These values 
are particularly important for Xray/CT/PET scanners, 
which tend to generate consistently calibrated 
intensities so a specific C:W pair for every image can be 
used (e.g. 400:2000 might be good for visualizing bone, 
while 50:350 might be a better choice for soft tissue). 
Note that contrast in MRI scanners is relative, and so a 
C:W pair that works well for one protocol will probably 
be useless with a different protocol or on a different 
scanner. Fig 2  illustrates the concept of  changes to 
'window center' and 'window width'. Along the top row 
three views of  the same image with different C:W 
settings can be seen. The bottom row illustrates the 
color mapping for each image (with the vertical axis of  
the graph showing rendered brightness and the 
horizontal axis showing the image intensity). Consider 
this image with intensities ranging from 0 to 170, a good 
starting estimate for this image might be a center of  85 
(mean intensity) and width of  171 (range of  values), as 
shown in the middle panel. Reducing the width to 71 
would increase the contrast (left panel). On the other 
hand, keeping a width of  171 but reducing the center to 
40 would make the whole image appear brighter.

Fig 2.  Concept of  changes to 'window center' 
and 'window width' in DICOM 

5.4  Some Free DICOM Viewers 

My free ezDICOM software runs on Windows 
computers. Available as a standalone Windows 
program or as an ActiveX component (allowing 
plug-and-play use with Delphi, Visual Basic, C#, 
Visual C, Internet Explorer and other ActiveX 
aware programs). It is able to display most types 
of  DICOM image (many other viewers are 
limited to showing uncompressed grayscale 
DICOM images) and can automatically detect 
and open Analyze, DICOM, Genesis, Interfile, 
Magnetom, Somatom and NEMA images. 
ezDICOM is part of  the Sourceforge 
community. 

MRIcro is my freeware for Windows and Linux. 
MRIcro can view Analyze, DICOM, ECAT, 
Genesis, Interfile, Magnetom, Somatom and 
NEMA images and convert them to the popular 
Analyze format. This program uses the same 
dicom.pas Pascal unit as ezDICOM, but includes 
a number of  additional features. It is more 
difficult to use than ezDICOM, but also more 
powerful. 

MRIcron is my open source successor to MRIcro. 
It runs on Windows, Linux and Macintosh. The 
included dcm2nii can convert DICOM images to 
the popular Analyze and NIfTI standards. 

Julius is a free DICOM viewer/browser and 
volume renderer for Windows and Linux 
computers. Julius is not only a DICOM viewer but 
also a software framework for medical 
applications. 

FP Image is a free DICOM viewer/browser for 
Windows that can also anonymize images. 

Rubo Medical Imaging has a free demo of  their 
Windows DICOM software, with some functions 
disabled. 

Inviweb has a free version of  their Windows 
DICOM viewer. 

Able Software has a free version of  their "3D-
Doctor" Windows software, with some functions 
disabled. 
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important for simulating the VCR environment often 
used in ultrasound consultation. 
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name, the type of  scan, position and dimension of  
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MVE is a visualization program for medical 
data. It is based on OpenGL, GLScene and on Cg 
shaders from NVIDIA.The program supports 
different 2D views (axial, coronal and sagittal), 
Direct Volume Rendering, Maximum Intensity 
Projection (MIP) gradient lighting and a 
stereoscopic anaglyph visualization. MVE has a 
multi format file interface for CT, MRI, PET and 
SPECT data and can read DICOM, ANALYZE, 
BMP, GIF, JP2000, JPG, PNG, PCX, PNG, TGA 
and TIF files.
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The program is freely available for medial, 
academic, research and educational use [14]. 
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5.3 Sample Image Processing in DICOM 
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5.5 DICOM Servers and Clients

PacsOne is a free Picture Archive and 
Communication System (PACS) for Windows. It 
contains a DICOM server, a PACS server (using 
MySQL) and a web server (Apache). 

K-PACS aims to deliver a DICOM viewer and 
storage system, modelled after the previously free 
E-Film. 

PACSview and ACRNview are free Windows 
programs with command line Unix programs 
available. 

The Mallinckrodt Institute of  Radiology 
distributes their Central Test Node (CTN) 
software. They also include documentation. 

Tiani distributes JDicom: a set of  free Java tools 
that include some useful DICOM file sharing 
utilities. 

SimpleDICOM is a free DICOM client and 
viewer. 

MIND is a free DICOM query/move tool for 
Windows NT and most UNIX platforms. 

6. Conclusion 

It goes without saying that the delivery of  
health care will change over the next few decades and, 
in all probability, even over the next five years. It seems 
that advances in IT and telecommunication services 
will be a foundation on which these changes will be 
t r a n s p o r t e d  a n d  d e l i v e r e d .  I T  a n d  
Telecommunications will play an especially important 
role in rural health care delivery that will be 
unparalleled. This is in a large measure due to the 
sparse population density coupled with the fact that 
there will be only a few major centers of  advanced care 
in these rural areas. It is not easy to setup high cost 
telemedicine units on many locations in Uttarakhand,  
particularly in many hilly and remote areas where the 
communication and transportation infrastructure has 
not been available yet. Deployment of  the system 
could be very problematic especially in case of  
emergency or natural disaster such as land sidings,  
earth quake  and heavy rain . Most of  the population 

of  Uttarakhand is spread out in hilly areas. Because of  
the demography condition of  state, a mobile and/or 
movable system will be demanding because a fixed 
system is difficult to be reached by patient living in 
remote urban or rural area, as the band width available 
for communication network is low, we need good 
medical image processing and compressing software 
applications as a part of  that telemedicine mobile 
units. To cut cost of  this model, we have suggested 
some free available software to start with a demo 
project .   
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Binary Image Mapping for Digital Rights Management with 
Computer Graphics: Theory, Practice and Approaches

ABSTRACT

Open literary archive evolution is a modern global phenomenon encapsulating within the concern for plagiarist acts. Filthy 
attempts raise the necessity to cache fingerprints of  literature, accessible to global community, a mandatory practice. Finger printing 
demands the generation of  digital pattern analogous to DNA-print for a creation. A document is a commixing of  only two sections 
namely print area and spaces.

Spaces are  residual portion between the prints, it may be a inter-character, inter-word, inter-line, inter-column, margins etc. 
Dissimilar documents may have same dimensions of  margins and columnar settings which are immune to changes in content but it will 
be rare to have same inter-word space maps for dissimilar text.

A space map will change categorically whenever there is any modification of  the content hence proves to be an effective tool for 
tracing the document dissemination life cycle and warehousing.  Scope of  this work has dual purpose - for securing the sanctity of  
literary works along with fingerprinting so that the exchange of  documents over internet can effectively be traced. This stage of  our 
work is centered towards the affirmation of  our belief  that a space map is unique for a document.

The proliferation of  digital network has drastically changed the data dissemination process and it now has become the 
greatest pool of  information. Of  all sort searches and downloads, literary content constitute the prominent proportion. These works of  
individuals are their respective creations and the sanctity of  such existences needs to be maintained. Although the creations are fully 
secured through global and regional laws but those required to be invoked against filthy acts demand the evidence for both migration and 
tampering.

Keywords : Fingerprinting, Digital Right Management, Binary Image, 

1. Introduction

The proliferation of  digital network has 
drastically changed the data dissemination process and 
it now has become the greatest pool of  information. 
Of  all sort searches and downloads, literary content 
constitute the prominent proportion. These works of  
individuals are their respective creations and the 
sanctity of  such existences needs to be maintained. 
Although the creations are fully secured through 
global and regional laws required to be invoked against 
filthy acts but those demand the evidence for both 
migration and tampering. Online archives are making 
their existence with more and more journals and 
magazines providing access interface for profit / non-
profit making. Resource objects in digital form enjoy 
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several advantages from quality to ease of  
dissemination. On the contrary it poses major 
challenge to distinguish the pirated from the original 
copy. To be in command of  right over literary content, 
there exist two approaches first is the pessimistic i.e. 
restricted right transfer and other is optimistic i.e. total 
right transfer with strict monitoring. Objective of  
digital rights management is not only to restrict to 
management and elicitation of  rights but also 
encompass monitoring and fingerprinting of  the 
work. Vigilance over the distribution system requires 
minimum of  three issues viz. the source, destination 
and asset DNA print.

Content and structural analysis and tagging 
can play crucial role in management of  digital rights. 
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The preceding analysis type is a finer in comparisons 
to the later; a coarse analysis might be done as 
primitive tool for locating the probable asset while 
micro analysis could be followed up over suitable 
subset. A canvas utilization pattern of  a binary image 
poses to be potential for harnessing a fingerprint. 
Remaining of  the paper concentrates over the analysis 
of  document image. Section 2 dissect resource 
components, Section 3 performs the semantic 
investigation of  characteristics through profiling, 
Section 4 discusses the experiment for our view 
avowal and Section 5 exposits the findings.

2. Document Image

A document is essentially a binary image with 
regular horizontal patterns, homogenous through out 
the stretches. It might be containing two foreign 
components namely the diagram and images. 
Diagram shares the same canvas of  the host whereas 
image has it own. Further, a diagram is difficult to 
segregate and require complex computation contrary 
to image that can be easily traced by change in the 
colour depth. The uniform structure of  a document, 
excluding figure and image, do also have certain 
irregularities such as indentations, heading, font 
formatting, font variation and font colouring. All 
these features do have their own impact on the 
appearance of  documents, like change in spacing and 
the assumption of  being binary. On coarser side, 
document content is surrounded by band of  under-
utilized width of  canvas and it is divided into vertical 
sections, minimum one, which may be of  different 
dimensions and dominantly are being separated by 
another band of  underutilized canvas strip.

2.1 Visual Perception

A document image is predominantly of  two 
colours unlike that of  regular images. A regular image 
has a larger set of  colours and that too in multiple 
layers and has a lot of  features to fingerprint and those 
features can be easily traced through the colour 
gradient. These images also have good capacity to 
hold foreign components imperceptibly. As 
documents are essentially binary images, hence we 
have only bi-level colour depth, further the features 
are not demarcated by colour gradients unlike that in 

images. Features are distinguished through discreet 
quantization of  patterns and subsequently finger 
printing can be done, either by generating pattern 
maps or pattern distribution interrelation statistical 
computations. Pattern interrelation statistical 
computation does not guarantee a unique finger print; 
hence in our work we focus over the pattern maps.

Pattern maps require structural re-clustering 
after the removal of  undesired structures. Re-
clustering provides a compact formation of  required 
patterns we may call this “Pre-map Filtering”. The 
filtered residue projects the desired concise map of  
scattered patterns.

3. Profiles

Pre-map filtering requires a low level analysis 
of  the document to extract the required set. Profiles 
are the tools being used to locate pattern sets for Pre-
map filtering. The sample data are shown at the end of  
the paper. The profile is generated for both horizontal 
as well as vertical sample print pattern. Through these 
profiles we can identify the distribution of  
underutilized portion of  the canvas.

Vertical Profile  reveals longitudinal 
layout, the unused canvas which is commonly the 
demarcation for segments within the image. Each 
column segment has to be individually finger 
printed and cumulative print will be generated then 
after. (Fig 1)

Horizontal Profile  reveals the details 
regarding header, footer, top margins, bottom 
margins, annotations, title etc. Header and footer are 
proprietary hence, are insignificant for our cause. 
Similarly top margins and bottom margins represent 
an unused canvas. These too are irrelevant towards 
finger printing constitution hence, are filtered out to 
locate for actual content. Annotations are the special 
text elements violating general layout hence, could be 
identified by the terminations of  formats and 
resumption after the block. A horizontal profile hence 
helps in identification of  underutilized canvas, 
irrelevant segments and special segments.  (Fig 2)

Paragraph Profile is primarily used to identify 
the weight of  segments. Higher the weight - richer will 

28 "Pragyaan : Journal of  Information Technology" Volume 8 : Issue 1,  June  2010

Binary Image Mapping for Digital Rights Management with...



Binary Image Mapping for Digital Rights Management with 
Computer Graphics: Theory, Practice and Approaches

ABSTRACT

Open literary archive evolution is a modern global phenomenon encapsulating within the concern for plagiarist acts. Filthy 
attempts raise the necessity to cache fingerprints of  literature, accessible to global community, a mandatory practice. Finger printing 
demands the generation of  digital pattern analogous to DNA-print for a creation. A document is a commixing of  only two sections 
namely print area and spaces.

Spaces are  residual portion between the prints, it may be a inter-character, inter-word, inter-line, inter-column, margins etc. 
Dissimilar documents may have same dimensions of  margins and columnar settings which are immune to changes in content but it will 
be rare to have same inter-word space maps for dissimilar text.

A space map will change categorically whenever there is any modification of  the content hence proves to be an effective tool for 
tracing the document dissemination life cycle and warehousing.  Scope of  this work has dual purpose - for securing the sanctity of  
literary works along with fingerprinting so that the exchange of  documents over internet can effectively be traced. This stage of  our 
work is centered towards the affirmation of  our belief  that a space map is unique for a document.

The proliferation of  digital network has drastically changed the data dissemination process and it now has become the 
greatest pool of  information. Of  all sort searches and downloads, literary content constitute the prominent proportion. These works of  
individuals are their respective creations and the sanctity of  such existences needs to be maintained. Although the creations are fully 
secured through global and regional laws but those required to be invoked against filthy acts demand the evidence for both migration and 
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Of  all sort searches and downloads, literary content 
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Although the creations are fully secured through 
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filthy acts but those demand the evidence for both 
migration and tampering. Online archives are making 
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magazines providing access interface for profit / non-
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several advantages from quality to ease of  
dissemination. On the contrary it poses major 
challenge to distinguish the pirated from the original 
copy. To be in command of  right over literary content, 
there exist two approaches first is the pessimistic i.e. 
restricted right transfer and other is optimistic i.e. total 
right transfer with strict monitoring. Objective of  
digital rights management is not only to restrict to 
management and elicitation of  rights but also 
encompass monitoring and fingerprinting of  the 
work. Vigilance over the distribution system requires 
minimum of  three issues viz. the source, destination 
and asset DNA print.

Content and structural analysis and tagging 
can play crucial role in management of  digital rights. 
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The preceding analysis type is a finer in comparisons 
to the later; a coarse analysis might be done as 
primitive tool for locating the probable asset while 
micro analysis could be followed up over suitable 
subset. A canvas utilization pattern of  a binary image 
poses to be potential for harnessing a fingerprint. 
Remaining of  the paper concentrates over the analysis 
of  document image. Section 2 dissect resource 
components, Section 3 performs the semantic 
investigation of  characteristics through profiling, 
Section 4 discusses the experiment for our view 
avowal and Section 5 exposits the findings.

2. Document Image

A document is essentially a binary image with 
regular horizontal patterns, homogenous through out 
the stretches. It might be containing two foreign 
components namely the diagram and images. 
Diagram shares the same canvas of  the host whereas 
image has it own. Further, a diagram is difficult to 
segregate and require complex computation contrary 
to image that can be easily traced by change in the 
colour depth. The uniform structure of  a document, 
excluding figure and image, do also have certain 
irregularities such as indentations, heading, font 
formatting, font variation and font colouring. All 
these features do have their own impact on the 
appearance of  documents, like change in spacing and 
the assumption of  being binary. On coarser side, 
document content is surrounded by band of  under-
utilized width of  canvas and it is divided into vertical 
sections, minimum one, which may be of  different 
dimensions and dominantly are being separated by 
another band of  underutilized canvas strip.

2.1 Visual Perception

A document image is predominantly of  two 
colours unlike that of  regular images. A regular image 
has a larger set of  colours and that too in multiple 
layers and has a lot of  features to fingerprint and those 
features can be easily traced through the colour 
gradient. These images also have good capacity to 
hold foreign components imperceptibly. As 
documents are essentially binary images, hence we 
have only bi-level colour depth, further the features 
are not demarcated by colour gradients unlike that in 

images. Features are distinguished through discreet 
quantization of  patterns and subsequently finger 
printing can be done, either by generating pattern 
maps or pattern distribution interrelation statistical 
computations. Pattern interrelation statistical 
computation does not guarantee a unique finger print; 
hence in our work we focus over the pattern maps.

Pattern maps require structural re-clustering 
after the removal of  undesired structures. Re-
clustering provides a compact formation of  required 
patterns we may call this “Pre-map Filtering”. The 
filtered residue projects the desired concise map of  
scattered patterns.

3. Profiles

Pre-map filtering requires a low level analysis 
of  the document to extract the required set. Profiles 
are the tools being used to locate pattern sets for Pre-
map filtering. The sample data are shown at the end of  
the paper. The profile is generated for both horizontal 
as well as vertical sample print pattern. Through these 
profiles we can identify the distribution of  
underutilized portion of  the canvas.

Vertical Profile  reveals longitudinal 
layout, the unused canvas which is commonly the 
demarcation for segments within the image. Each 
column segment has to be individually finger 
printed and cumulative print will be generated then 
after. (Fig 1)

Horizontal Profile  reveals the details 
regarding header, footer, top margins, bottom 
margins, annotations, title etc. Header and footer are 
proprietary hence, are insignificant for our cause. 
Similarly top margins and bottom margins represent 
an unused canvas. These too are irrelevant towards 
finger printing constitution hence, are filtered out to 
locate for actual content. Annotations are the special 
text elements violating general layout hence, could be 
identified by the terminations of  formats and 
resumption after the block. A horizontal profile hence 
helps in identification of  underutilized canvas, 
irrelevant segments and special segments.  (Fig 2)

Paragraph Profile is primarily used to identify 
the weight of  segments. Higher the weight - richer will 
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be the map, smaller the weight - rare will be the map. 
Density of  map does have their obvious advantages 
and disadvantages; major advantage with low density 
maps is their compactness against the richer one.  A 
paragraph profile comprises of  series of  line profiles 
after the decomposition of  interline-formatting.   
(Fig. 3) 

Line Profile  is generated with the paragraph 
profiling process. Each line profile divulges the 
demarcations among the coloured segments. It also 
discloses canvas occupancy factor for the line. 
Boundary demarcations unfold the word and space 
profiles. (Fig 4)

Word Profile defines the quantization factor 
for the inter-word space profiling since any change to 
the word directly modifies the inter-word space 
profiling. In our experiment, we identified the 
quantization of  factor 4. As the study sample become 
rich the quantization may vary, hence we will be 
experimenting with the dynamic quantization in 
advance stages. (Fig 5)

4. Experiment

Our experiment hovers around the structural 
fragmentation of  sample. The samples taken for the 
purpose are identical to each other except for four 
instances in Sample 2 where the actual words are 
replaced with suitable synonym.

Each sample is individually processed 
through pre-map filtering process wherein, we 
segregate the document components. A format free 
version of  the sample section is generated and relative 

inter-word space distribution is computed. The 
output of  the process is crude image comprising of  
map of  print vs space (Fig 6). Both the samples are 
subsequently overlapped to generate a variation map 
corresponding to differences in the two document 
images.

5.0 Conclusion

The experiment was done to identify the 
worthiness of  the space distribution for text 
document, finger printing and monitoring process. 
During the experiment the clone of  sample contain 
certain synonym for the text segments. The figure has 
very correctly mapped the region of  dissimilarity to 
the region where text synonyms were substituted in 
document image. 
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ABSTRACT

The Grid is rapidly emerging as the means for coordinated resource sharing and problem solving in multi-institutional 
virtual organizations while providing dependable, consistent, pervasive access to global resources. The emergence of  computational 
Grids and the potential for seamless aggregation and interactions between distributed services and resources, has led to the start of  new 
era of  computing. Tremendously large number and the heterogeneous nature of  grid computing resource make the resource 
management a significantly challenging job.  Resource management scenarios often include resource discovery,   resource   monitoring,   
resource   inventories,   resource   provisioning, fault isolation, variety of  autonomic capabilities and service level management 
activities.

Fault tolerance has become the main topic of  research as till date there is no single system that can   be   called   as   the   complete   
system   that   will   handle   all   the faults in grids. Checkpointing is one of  the fault-tolerant techniques to restore faults and to restart job 
fast. The algorithms for checkpointing on distributed systems have been under study for years. These algorithms can be classified into three 
classes: coordinated, uncoordinated and communication-induced algorithms. In this paper, a checkpointing algorithm that has minimum 
checkpointing counts equivalent to periodic checkpointing algorithm has been proposed which has relatively  short  rollback  distance  at  
faulty  situations  and  produces  better performance than other algorithms in terms of  task completion time in both fault-free and faulty 
situations. This algorithm has been implemented in Alchemi. NET because it does not currently support any fault tolerance mechanism.

Keywords: Fault tolerance, checkpointing, Distributed, Alchemi, and Middleware etc.

1. Introduction

Rajkumar Buyya defined the Grid as:

“Grid is type of  parallel and distributed 
system that enables the sharing, selection and 
aggregation of  geographically distributed resources 
dynamically at runtime depending on their availability, 
capability, performance, cost, user quality-of-self-
service requirement” [2].

Advances in networking technology and 
computational infrastructure make it possible to 
construct large-scale high performance distributed 
computing environments that provide dependable, 
consistent and pervasive access to high end 
computational and heterogeneous resources despite 
geographical distribution of  both resources and users. 

In a heterogeneous computing environment like Grid, 
a suite of  different machines ranging from PC to 
supercomputer is loosely inter-connected to provide a 
variety of  computational capabilities to execute 
collections of  application tasks that have diverse 
requirements.

These kinds of  large scale high performance 
distributed services have recently received substantial 
interest from both research as well as industrial point of  
view.  However, an important research problem for 
such systems is the lack of  fault tolerance system. The 
heterogeneous and dynamic nature of  grids makes 
them more prone to failures than traditional 
computational platforms. So, the system managing such 
infrastructures needs to be smart and efficient to 
overcome the challenge of  fault detection and recovery.
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The Grid is rapidly emerging as the means for coordinated resource sharing and problem solving in multi-institutional 
virtual organizations while providing dependable, consistent, pervasive access to global resources. The emergence of  computational 
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management a significantly challenging job.  Resource management scenarios often include resource discovery,   resource   monitoring,   
resource   inventories,   resource   provisioning, fault isolation, variety of  autonomic capabilities and service level management 
activities.

Fault tolerance has become the main topic of  research as till date there is no single system that can   be   called   as   the   complete   
system   that   will   handle   all   the faults in grids. Checkpointing is one of  the fault-tolerant techniques to restore faults and to restart job 
fast. The algorithms for checkpointing on distributed systems have been under study for years. These algorithms can be classified into three 
classes: coordinated, uncoordinated and communication-induced algorithms. In this paper, a checkpointing algorithm that has minimum 
checkpointing counts equivalent to periodic checkpointing algorithm has been proposed which has relatively  short  rollback  distance  at  
faulty  situations  and  produces  better performance than other algorithms in terms of  task completion time in both fault-free and faulty 
situations. This algorithm has been implemented in Alchemi. NET because it does not currently support any fault tolerance mechanism.
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1. Introduction

Rajkumar Buyya defined the Grid as:

“Grid is type of  parallel and distributed 
system that enables the sharing, selection and 
aggregation of  geographically distributed resources 
dynamically at runtime depending on their availability, 
capability, performance, cost, user quality-of-self-
service requirement” [2].

Advances in networking technology and 
computational infrastructure make it possible to 
construct large-scale high performance distributed 
computing environments that provide dependable, 
consistent and pervasive access to high end 
computational and heterogeneous resources despite 
geographical distribution of  both resources and users. 

In a heterogeneous computing environment like Grid, 
a suite of  different machines ranging from PC to 
supercomputer is loosely inter-connected to provide a 
variety of  computational capabilities to execute 
collections of  application tasks that have diverse 
requirements.

These kinds of  large scale high performance 
distributed services have recently received substantial 
interest from both research as well as industrial point of  
view.  However, an important research problem for 
such systems is the lack of  fault tolerance system. The 
heterogeneous and dynamic nature of  grids makes 
them more prone to failures than traditional 
computational platforms. So, the system managing such 
infrastructures needs to be smart and efficient to 
overcome the challenge of  fault detection and recovery.
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The paper introduces grid computing, 
discusses about the motivation of  research work, 
different ways to handle these failures architecture, 
concept of  virtual organization and faults in grid.  
After  studying  fault  tolerance  in  different  grid 
middleware  Alchemi.NET has been chosen. After 
analyzing the detailed performance of  Alchemi.NET, 
different areas  related  to  fault  tolerance  in  which  
the  discussed middleware  still  lacks have been 
identified.  It  has  been  realized  that,  in  order  to  
support  fault  tolerance  in computational  grid  
(Alchemi.NET  Framework  based), it is useful to 
provide a checkpointing  support  for  avoiding  the  
grid  to  be  down during failures. A checkpoint 
algorithm for fault tolerance system, which is used in 
the Alchemi.NET, and the basic requirements for 
implementation of  the proposed algorithms are 
discussed.

2. Faults in Grid

As VO involve a large number of  complex 
heterogeneous networks, in which faults are a major 
concern. As grid is a distributed and   unreliable system 
involving heterogeneous resources located in different 
geographical domain, for this case, fault tolerant resource 
allocation services [1] have to be provided. In particular, 
when crashes occur, tasks have to be reallocated quickly 
and automatically, in a completely transparent way from 
the user's point of  view.

Thus, one of  the main challenges for grid 
computing is the ability to tolerate failure and recover 
from them (ideally in a transparent way). Current  grid  
middleware  still  lacks mature  fault  tolerant  features  
and  next generation grids  needs  to  solve  this  
problem providing a more dependable   infrastructure 
to  execute  large-scale  computations by using remote  
clusters  and  high  performance  computing system.  
A resource management system for the grid should 
address the issues of  fault tolerance.

2.1 Fault Tolerance Definitions

Fault tolerance is the survival attribute of  
computer systems. The function of  fault tolerance is  
“…to  preserve  the  delivery  of   expected  services  

despite  the  presence  of  fault-caused errors  within  
the system  itself.  Errors are detected and corrected, 
and permanent faults are   located   and   removed   
while   the   system   continues   to   deliver acceptable 
service [3]”.

Fault  tolerance  is  the  property  of   a  
system  that  continues  operating consistently with its 
specifications even in the event of  failure of  some of  
its parts [4]. From a user's point of  view, a distributed 
application should continue despite failures.  The fault 
tolerance has become the main topic of  research. Till 
now there is no single system that can be called as   the   
complete   system   that   will   handle   all   the   faults   
in grids. Grid is a dynamic system and the nodes can 
join and leave voluntarily.  For making fault tolerance 
system a success, following point must be considered:

How new nodes join the system,
How computing resources are shared,
How the resources are managed and distributed

2.2  Research Findings

As described earlier that Grid environments 
are featured by an increasingly growing virtualization 
and distribution of  resources, such situations impose 
greater demands on fault-tolerance capabilities. In the 
fault tolerance mechanisms, different types of  
schemes and techniques are used, which are beneficial 
to make grid fault tolerant. Checkpointing is one of  
the techniques of  fault tolerance.  Till  now  many  
middleware  in  the  grid environment  are  not  fully  
fault  tolerant.  Different middleware have different 
levels of  fault tolerance.  Some of  the middleware like 
Alchemi.NET do not have a robust fault tolerance 
mechanism.  Therefore, in this research work 
Alchemi.NET has been chosen and a checkpointing 
algorithm has been designed for it.

3. Why Alchemi.NET?

Alchemi.NET is  an  open  source  software  
framework  that  allows painless aggregation of  the 
computing power of  networked machines into a 
virtual supercomputer and develop applications to 
run on the grid. Alchemi.NET includes:
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The runtime machinery (Windows executables) 
to construct grids.

A .NET API and tools to   develop .NET grid 
applications and grid-enabled legacy applications.

It has been designed with the primary goal of   
ease in use without sacrificing power and flexibility. As 
Alchemi.NET is the emerging technology, so a lot of  
work has to be done to make it a standard .NET based 
middleware. We have used Alchemi.NET as the 
framework to setup the grid [7].

There can be many reasons for choosing 
Alchemi.NET as the framework for building the 
computational grid and then further choosing to build 
a fault tolerant system for it. Some of  these reasons 
are:

Alchemi.NET is the first .NET based stable grid.
Most importantly Alchemi.NET is open source. 
So one can do any number of  changes in it.
Another important  reason is that most of  the 
systems in our labs  are  running Windows 
Operating Systems.
Fault tolerance research area is still under 
development in Alchemi.NET.
Checkpointing is also not available in 
Alchemi.NET.

3.1 Fault Tolerance in Alchemi.NET

Fault tolerance is  the property of  a system 
that helps it to continue operating consistently with its 
specifications even in the event of  failure of  some of  
its parts. From a user's point of  View, a distributed 
application should continue despite failures. 
Alchemi.NET based distributed syste is characterized 
by a collection of  autonomous processing elements, 
called nodes. Each of  these nodes has some 
computing resources as well as the possibility to 
exchange information with some of  the other nodes. 
These are referred to as its neighbors and the 
communication between these nodes take place 
through a central authority called Manager. The 
Manager controls the working of  all the executors. 
Users interact with the Manager for submitting and 
enquiring the status of  their jobs.

A 'grid application' consists of  a number of  
related grid threads. Grid applications and grid 
threads are exposed to the application developer as 
.NET classes / objects via the Alchemi.NET API. 
When an application written using this API is 
executed, grid thread objects are submitted to the 
Alchemi.NET Manager for execution by the grid. 
Alternatively, file-based jobs (with related jobs 
comprising a   task) can be created using an XML 
representation to grid-enabled legacy applications for 
which precompiled executables exist. Jobs can be 
submitted via Alchemi.NET Console Interface or 
Cross-Platform Manager web service interface, which 
in turn convert them into the grid threads before 
submitting them to the Manager for execution by the 
grid.

3.2 Present Fault Tolerance Scenarios in 
Alchemi.NET

1. Heartbeat mechanism used by 
Alchemi.NET: Executors send the 
heartbeat messages at some interval to 
the Manager to whom they are 
connected. This will help the Manager to 
maintain the status of  the Executors. In 
case the Manager doesn't receive the 
heartbeat messages from the executor 
between the pre-decided times, the 
Manager consider that executor to be 
dead and update its information. Here 
the reason for not receiving of  the 
message is considered to be hardware 
failure; OS reboot or process being 
killed. These are termed as hard failure 
of  executor.

2. Executor fails “hard” due to a 
hardware failure, an OS reboot or the 
process being killed. In this case  
Alchemi. NET is using the  heartbeat  
technique  to  re- schedule the thread to 
another Executor.

3. Executor fails  “soft” due  to  the  
user  logging  off   or  stopping  down  
the Executor.  In this  case  the  
Manager  is  informed  that  the  
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It has been designed with the primary goal of   
ease in use without sacrificing power and flexibility. As 
Alchemi.NET is the emerging technology, so a lot of  
work has to be done to make it a standard .NET based 
middleware. We have used Alchemi.NET as the 
framework to setup the grid [7].

There can be many reasons for choosing 
Alchemi.NET as the framework for building the 
computational grid and then further choosing to build 
a fault tolerant system for it. Some of  these reasons 
are:

Alchemi.NET is the first .NET based stable grid.
Most importantly Alchemi.NET is open source. 
So one can do any number of  changes in it.
Another important  reason is that most of  the 
systems in our labs  are  running Windows 
Operating Systems.
Fault tolerance research area is still under 
development in Alchemi.NET.
Checkpointing is also not available in 
Alchemi.NET.

3.1 Fault Tolerance in Alchemi.NET

Fault tolerance is  the property of  a system 
that helps it to continue operating consistently with its 
specifications even in the event of  failure of  some of  
its parts. From a user's point of  View, a distributed 
application should continue despite failures. 
Alchemi.NET based distributed syste is characterized 
by a collection of  autonomous processing elements, 
called nodes. Each of  these nodes has some 
computing resources as well as the possibility to 
exchange information with some of  the other nodes. 
These are referred to as its neighbors and the 
communication between these nodes take place 
through a central authority called Manager. The 
Manager controls the working of  all the executors. 
Users interact with the Manager for submitting and 
enquiring the status of  their jobs.

A 'grid application' consists of  a number of  
related grid threads. Grid applications and grid 
threads are exposed to the application developer as 
.NET classes / objects via the Alchemi.NET API. 
When an application written using this API is 
executed, grid thread objects are submitted to the 
Alchemi.NET Manager for execution by the grid. 
Alternatively, file-based jobs (with related jobs 
comprising a   task) can be created using an XML 
representation to grid-enabled legacy applications for 
which precompiled executables exist. Jobs can be 
submitted via Alchemi.NET Console Interface or 
Cross-Platform Manager web service interface, which 
in turn convert them into the grid threads before 
submitting them to the Manager for execution by the 
grid.

3.2 Present Fault Tolerance Scenarios in 
Alchemi.NET

1. Heartbeat mechanism used by 
Alchemi.NET: Executors send the 
heartbeat messages at some interval to 
the Manager to whom they are 
connected. This will help the Manager to 
maintain the status of  the Executors. In 
case the Manager doesn't receive the 
heartbeat messages from the executor 
between the pre-decided times, the 
Manager consider that executor to be 
dead and update its information. Here 
the reason for not receiving of  the 
message is considered to be hardware 
failure; OS reboot or process being 
killed. These are termed as hard failure 
of  executor.

2. Executor fails “hard” due to a 
hardware failure, an OS reboot or the 
process being killed. In this case  
Alchemi. NET is using the  heartbeat  
technique  to  re- schedule the thread to 
another Executor.

3. Executor fails  “soft” due  to  the  
user  logging  off   or  stopping  down  
the Executor.  In this  case  the  
Manager  is  informed  that  the  
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Executor  is  going offline and the 
thread is re-scheduled (this scenario fails 
many times). This is an acceptable 
solution.

4. Restart the incomplete job: In case if  
the job remains unfinished due to any 
reason like- hardware failure, failure of  
the Manager, etc the Alchemi.NET 
Manager stores the status of  the  job by 
u s i n g “ a p p l i c a t i o n _ i d ” ,  
“internal_thread_id” and “executor_id” 
fields it maintain in the SQL database.

5. Dynamically determine new nodes 
added or deleted: As the new node is 
added or removed,  the   Manager  is  
being   provided  with  the  information 
dynamically and it updates the console 
information to make a correct record of  
the information so as to avoid any faults.

4. Problem Formulation

As seen from literature survey Alchemi.NET 
does not support fault tolerance, therefore in this 
paper a checkpointing algorithm has been 
implemented for Alchemi.NET.

4.1  Proposed Checkpointing Algorithm

A checkpointing algorithm has been designed 
for better fault tolerance in Alchemi. NET. 
Checkpointing is one of  the fault- tolerant techniques 
to restore faults and to restart the job in a shorter time. 
In this paper, a new checkpointing algorithm has been 
proposed which has minimum checkpointing counts 
equivalent to the periodic checkpointing algorithm, and 
relatively short rollback distance at faulty situations. The 
proposed algorithm is better than previously proposed 
checkpointing algorithms in terms of  task completion 
time in both of  fault-free and faulty situations.

4.2. Proposed Solution

Checkpointing schemes associate each local 
checkpoint with a checkpoint sequence number and 
try to enforce consistency among local checkpoints 
with the same sequence number. These checkpointing 
schemes have the easiness, recovery time advantages 

and low overhead over other checkpointing schemes. 
Proposed checkpointing algorithm reduces the 
checkpoint overhead compared to  previously 
suggested  checkpointing algorithms and which have a 
relatively short rollback distance in faulty situation. In 
the proposed scheme, we use checkpoint sequence 
number to take a message checkpoint. However, 
unlike the other algorithms, only one message 
checkpoint can exist between two consecutive 
periodic checkpoints. Therefore, our checkpointing 
algorithm has smaller number of  checkpoints than 
other checkpointing algorithms. Moreover, like the 
other algorithms, the dependency among checkpoints 
is removed by message checkpoints. In result, our 
checkpointing  algorithm  has  a  relatively  short  
rollback distance  in  faulty  situation.  The  algorithm  
has a better  performance  than  the  others  in terms   
of    task   completion   time  in  both   of   fault  free  
and  faulty   situations. New checkpointing algorithm 
is discussed here under:

5.  Checkpointing Algorithm

Step 1:  The algorithm runs for n processes where the 
process value P(i) is varies from 0 to n-1.

Step 2:  The flag value is initialized. If  new checkpoint 
flag value is (NCF) =0 (False) that means there is no 
checkpoint flag in the current interval and if  the value 
is NCF =1 (True) that means there is a checkpoint flag 
in the current interval.

Step 3: After assigning the value of  the process, start 
with while loop when process P (i) till the end.

Step 4: In the checkpoint, if  the current time value of  
the process equals to the checkpoint time than check

If  (NCF==0)
Take a stable checkpoint with current process 

state; Increase checkpoint number by 1;
Checkpoint increase by current time plus 

checkpoint
And Set new checkpoint flag = false;

Otherwise, if  condition does not match take a 
stable checkpoint with new checkpoin

Step 5: After new checkpoint flag is checked, process 
P (i) send and receive the message and check
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If   senders  checkpoint  number  is  greater  
than  current  checkpoint  number  than  again check

If  (NCF==1)
Set current checkpoint number to senders;
Else
Take a new checkpoint with current process 

state; 
Set current checkpoint number to senders;
And Set new checkpoint flag = True;

Step 6:  At last, process received a message.

Step 7: If  any failure occurs in between the 
execution, after resuming value pick from the memory 
and go to step 3.

With the new checkpointing algorithm, each 
process takes a periodic checkpoint at each 
checkpoint (CP) time. At this point, before taking a 
checkpoint, each process investigates if  there is a 
new checkpoint in current interval.  If   one  exists,  
then  the  content  of   new checkpoint,  which  is  
stored  in  memory,  is  written  to  a  stable  storage.  
Otherwise, the current state information of  the 
process is written to a stable storage. After 
checkpointing, a checkpoint sequence number is 
increased by 1 and CP time is updated. During 
normal execution, each process takes a message 
checkpoint before processing a received message. 
Each process, before processing message, compares 
its current checkpoint number with the checkpoint 
number of  message sender that is tagged on each 
message. If  the checkpoint number of  message sender 
is bigger than the current checkpoint number, then 
each process investigate if  there is a new checkpoint in 
current checkpoint interval. If  a new  checkpoint 
exists, then  set  the  current  checkpoint number to  
the message sender's  checkpoint number  and  
process  the  received  message. Otherwise, the 
current state information  of   process is  written  to  
memory (new  checkpoint)  and  current Checkpoint 
number is set to the message sender's checkpoint 
number. After taking new checkpoint, each process 
executes the received message

5.1 Complexity Analysis of  the Proposed 
Algorithm

The Complexity of  the above algorithm is O (n). 
Because n processes run n time within while loop,  for  
each  process  P(i),  the  if-else  statements  with  in  
the  while  loop  gets executed. Assuming  that  first  
if-else  loop  runs j times,  where  j  is  a  constant  
when  the current time equals to the checkpoint time. 
Then, the process P (i) has to process the received 
message if  sender checkpoint number is greater than 
the current checkpoint. The if-else construct runs k 
times, where k is a constant and since the algorithm is 
running for then  processes so the total   complexity 
of  the algorithm  is O (j+k)*n. This   is approximately 
equal to the O (n). The O(n) complexity of  the  
algorithm is better to implement any type of   
checkpointing  algorithm  in  real  time  environment. 
For the requirement for the implementation of  the 
new framework is given below.

6. Experimental Results

In Checkpointing algorithm, data can be 
stored in permanent log file on the basis of  
checkpointing, which has been proposed in the 
previous section. An application developed in 
VB.Net, C# (front end) and SQL SERVER (back end 
database). The results are shown in the form of  screen 
shots. Alchemi.NET  grid can  be  viewed  as  a  
virtual  machine  with  multiple  processors.  A grid 
Application can take advantage of  this by creating 
independent units of  work to be executed in parallel 
on the grid (each unit of  work is executed by a 
particular Executor).

6.1 Experimental Evaluation

After successfully building the checkpointing 
algorithm, it has been tested in two stages. First the 
test strategy has been formed and then the test case 
has been defined.

6.1.1 Test Strategy

In the implementation, we have taken a part 
of  different departments of  the Thapar University in 
as computational grids. For building the application 
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Executor  is  going offline and the 
thread is re-scheduled (this scenario fails 
many times). This is an acceptable 
solution.

4. Restart the incomplete job: In case if  
the job remains unfinished due to any 
reason like- hardware failure, failure of  
the Manager, etc the Alchemi.NET 
Manager stores the status of  the  job by 
u s i n g “ a p p l i c a t i o n _ i d ” ,  
“internal_thread_id” and “executor_id” 
fields it maintain in the SQL database.

5. Dynamically determine new nodes 
added or deleted: As the new node is 
added or removed,  the   Manager  is  
being   provided  with  the  information 
dynamically and it updates the console 
information to make a correct record of  
the information so as to avoid any faults.

4. Problem Formulation

As seen from literature survey Alchemi.NET 
does not support fault tolerance, therefore in this 
paper a checkpointing algorithm has been 
implemented for Alchemi.NET.

4.1  Proposed Checkpointing Algorithm

A checkpointing algorithm has been designed 
for better fault tolerance in Alchemi. NET. 
Checkpointing is one of  the fault- tolerant techniques 
to restore faults and to restart the job in a shorter time. 
In this paper, a new checkpointing algorithm has been 
proposed which has minimum checkpointing counts 
equivalent to the periodic checkpointing algorithm, and 
relatively short rollback distance at faulty situations. The 
proposed algorithm is better than previously proposed 
checkpointing algorithms in terms of  task completion 
time in both of  fault-free and faulty situations.

4.2. Proposed Solution

Checkpointing schemes associate each local 
checkpoint with a checkpoint sequence number and 
try to enforce consistency among local checkpoints 
with the same sequence number. These checkpointing 
schemes have the easiness, recovery time advantages 

and low overhead over other checkpointing schemes. 
Proposed checkpointing algorithm reduces the 
checkpoint overhead compared to  previously 
suggested  checkpointing algorithms and which have a 
relatively short rollback distance in faulty situation. In 
the proposed scheme, we use checkpoint sequence 
number to take a message checkpoint. However, 
unlike the other algorithms, only one message 
checkpoint can exist between two consecutive 
periodic checkpoints. Therefore, our checkpointing 
algorithm has smaller number of  checkpoints than 
other checkpointing algorithms. Moreover, like the 
other algorithms, the dependency among checkpoints 
is removed by message checkpoints. In result, our 
checkpointing  algorithm  has  a  relatively  short  
rollback distance  in  faulty  situation.  The  algorithm  
has a better  performance  than  the  others  in terms   
of    task   completion   time  in  both   of   fault  free  
and  faulty   situations. New checkpointing algorithm 
is discussed here under:

5.  Checkpointing Algorithm

Step 1:  The algorithm runs for n processes where the 
process value P(i) is varies from 0 to n-1.

Step 2:  The flag value is initialized. If  new checkpoint 
flag value is (NCF) =0 (False) that means there is no 
checkpoint flag in the current interval and if  the value 
is NCF =1 (True) that means there is a checkpoint flag 
in the current interval.

Step 3: After assigning the value of  the process, start 
with while loop when process P (i) till the end.

Step 4: In the checkpoint, if  the current time value of  
the process equals to the checkpoint time than check

If  (NCF==0)
Take a stable checkpoint with current process 

state; Increase checkpoint number by 1;
Checkpoint increase by current time plus 

checkpoint
And Set new checkpoint flag = false;

Otherwise, if  condition does not match take a 
stable checkpoint with new checkpoin

Step 5: After new checkpoint flag is checked, process 
P (i) send and receive the message and check
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If   senders  checkpoint  number  is  greater  
than  current  checkpoint  number  than  again check

If  (NCF==1)
Set current checkpoint number to senders;
Else
Take a new checkpoint with current process 

state; 
Set current checkpoint number to senders;
And Set new checkpoint flag = True;

Step 6:  At last, process received a message.

Step 7: If  any failure occurs in between the 
execution, after resuming value pick from the memory 
and go to step 3.

With the new checkpointing algorithm, each 
process takes a periodic checkpoint at each 
checkpoint (CP) time. At this point, before taking a 
checkpoint, each process investigates if  there is a 
new checkpoint in current interval.  If   one  exists,  
then  the  content  of   new checkpoint,  which  is  
stored  in  memory,  is  written  to  a  stable  storage.  
Otherwise, the current state information of  the 
process is written to a stable storage. After 
checkpointing, a checkpoint sequence number is 
increased by 1 and CP time is updated. During 
normal execution, each process takes a message 
checkpoint before processing a received message. 
Each process, before processing message, compares 
its current checkpoint number with the checkpoint 
number of  message sender that is tagged on each 
message. If  the checkpoint number of  message sender 
is bigger than the current checkpoint number, then 
each process investigate if  there is a new checkpoint in 
current checkpoint interval. If  a new  checkpoint 
exists, then  set  the  current  checkpoint number to  
the message sender's  checkpoint number  and  
process  the  received  message. Otherwise, the 
current state information  of   process is  written  to  
memory (new  checkpoint)  and  current Checkpoint 
number is set to the message sender's checkpoint 
number. After taking new checkpoint, each process 
executes the received message

5.1 Complexity Analysis of  the Proposed 
Algorithm

The Complexity of  the above algorithm is O (n). 
Because n processes run n time within while loop,  for  
each  process  P(i),  the  if-else  statements  with  in  
the  while  loop  gets executed. Assuming  that  first  
if-else  loop  runs j times,  where  j  is  a  constant  
when  the current time equals to the checkpoint time. 
Then, the process P (i) has to process the received 
message if  sender checkpoint number is greater than 
the current checkpoint. The if-else construct runs k 
times, where k is a constant and since the algorithm is 
running for then  processes so the total   complexity 
of  the algorithm  is O (j+k)*n. This   is approximately 
equal to the O (n). The O(n) complexity of  the  
algorithm is better to implement any type of   
checkpointing  algorithm  in  real  time  environment. 
For the requirement for the implementation of  the 
new framework is given below.

6. Experimental Results

In Checkpointing algorithm, data can be 
stored in permanent log file on the basis of  
checkpointing, which has been proposed in the 
previous section. An application developed in 
VB.Net, C# (front end) and SQL SERVER (back end 
database). The results are shown in the form of  screen 
shots. Alchemi.NET  grid can  be  viewed  as  a  
virtual  machine  with  multiple  processors.  A grid 
Application can take advantage of  this by creating 
independent units of  work to be executed in parallel 
on the grid (each unit of  work is executed by a 
particular Executor).

6.1 Experimental Evaluation

After successfully building the checkpointing 
algorithm, it has been tested in two stages. First the 
test strategy has been formed and then the test case 
has been defined.

6.1.1 Test Strategy

In the implementation, we have taken a part 
of  different departments of  the Thapar University in 
as computational grids. For building the application 
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for our system, we have used MS SQL Server as the 
database. The checkpoint Manager  for  managing  
the  proper  working  of   Manager  is  implemented  
using  the  steps described above and tested our 
system by running the sample application.

6.1.2 Test Cases

Following are the test cases that we are going 
to use to check our system.

Test Case #1 Executor On/Off

We dynamically switch on and off  the 
executors. While doing this, we kept on checking the 
status of  the executing jobs through the 
Alchemi.NET Console Manager.

TestCase#2 Checkpointing between 
Manager and executor

We have been checking the working of  the 
Manager. This module is just like a checkpoint
monitoring system, in  which  the  Manager  invokes  
checkpoint  signal at a regular  interval  of   time 

Test Case #3Automatic Checkpointing

We check this case with the help of  automatic 
checkpoint monitor facility provided in the MS SQL 
server. It uses the snapshot agents to update the 
database and present information.

Test Case #4 Manager Stopped

This case is tested in two parts.  First, by manually 
disconnecting the Manager and noting down  the  
results  and  secondly,  by  switching  off   the  system  
without  disconnecting  the Manager.

6.2  Experimental Results

We found that our proposed system helps to 
increase the performance of  grid by providing the 
checkpointing concept. When the system fails, the 
checkpoint saved data successfully comes into 
foreplay.  The test case three was tested using the 
Microsoft SQL Server built in facility to monitor. Test 
case 4 is the main test case that was to be tested.  
Executors have to be reconnected to this checkpoint.

7. Conclusion

The  sharing  of   computational  resources is 
a main motivation for constructing Computational  
Grids  in  which  multiple  computers  are  connected  
by a  communication network.  Due  to  the  instability 
of  grids,  the  fault  detection  and  fault  recovery  is  a  
very critical task that must be addressed. The need for 
fault tolerance increases as the number of  processors 
and the duration of  computation increases.

In this paper, we have investigated the issues 
and challenges involved in dealing with faults in 
Alchemi. NET  middleware and the checkpoint  
algorithm  in Alchemi. NET for dealing with various 
kinds of  faults has been implemented. Further the 
efficiency of  our proposed system under various 
conditions has been evaluated.

8. Future Work

The future extension of  the project can be 
done in two ways:

8.1 Extension of  the implementation

The current implementation is done within 
LAN with limited number of  PCs, this can be 
extended for systems outside the city network.

If  the failure occurs, then the backup is stored 
in log file.  But this is to be done manually. There must 
be some provision so that on failure of  Manager 
Executors will automatically store data in log file.

This implementation is kind of  third party software 
that will improve the grid fault tolerance. But  this  can  
be  integrated  into  the  Alchemi.NET  middleware  
code  to help the user to easily use it.

8.2 Extension of  proposed method

Our approach of  checkpoint can be extended 
to work on support for multiclustering with peer-to-
peer communication between Managers.
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for our system, we have used MS SQL Server as the 
database. The checkpoint Manager  for  managing  
the  proper  working  of   Manager  is  implemented  
using  the  steps described above and tested our 
system by running the sample application.

6.1.2 Test Cases

Following are the test cases that we are going 
to use to check our system.

Test Case #1 Executor On/Off

We dynamically switch on and off  the 
executors. While doing this, we kept on checking the 
status of  the executing jobs through the 
Alchemi.NET Console Manager.

TestCase#2 Checkpointing between 
Manager and executor

We have been checking the working of  the 
Manager. This module is just like a checkpoint
monitoring system, in  which  the  Manager  invokes  
checkpoint  signal at a regular  interval  of   time 

Test Case #3Automatic Checkpointing

We check this case with the help of  automatic 
checkpoint monitor facility provided in the MS SQL 
server. It uses the snapshot agents to update the 
database and present information.

Test Case #4 Manager Stopped

This case is tested in two parts.  First, by manually 
disconnecting the Manager and noting down  the  
results  and  secondly,  by  switching  off   the  system  
without  disconnecting  the Manager.

6.2  Experimental Results

We found that our proposed system helps to 
increase the performance of  grid by providing the 
checkpointing concept. When the system fails, the 
checkpoint saved data successfully comes into 
foreplay.  The test case three was tested using the 
Microsoft SQL Server built in facility to monitor. Test 
case 4 is the main test case that was to be tested.  
Executors have to be reconnected to this checkpoint.

7. Conclusion

The  sharing  of   computational  resources is 
a main motivation for constructing Computational  
Grids  in  which  multiple  computers  are  connected  
by a  communication network.  Due  to  the  instability 
of  grids,  the  fault  detection  and  fault  recovery  is  a  
very critical task that must be addressed. The need for 
fault tolerance increases as the number of  processors 
and the duration of  computation increases.

In this paper, we have investigated the issues 
and challenges involved in dealing with faults in 
Alchemi. NET  middleware and the checkpoint  
algorithm  in Alchemi. NET for dealing with various 
kinds of  faults has been implemented. Further the 
efficiency of  our proposed system under various 
conditions has been evaluated.

8. Future Work

The future extension of  the project can be 
done in two ways:

8.1 Extension of  the implementation

The current implementation is done within 
LAN with limited number of  PCs, this can be 
extended for systems outside the city network.

If  the failure occurs, then the backup is stored 
in log file.  But this is to be done manually. There must 
be some provision so that on failure of  Manager 
Executors will automatically store data in log file.

This implementation is kind of  third party software 
that will improve the grid fault tolerance. But  this  can  
be  integrated  into  the  Alchemi.NET  middleware  
code  to help the user to easily use it.

8.2 Extension of  proposed method

Our approach of  checkpoint can be extended 
to work on support for multiclustering with peer-to-
peer communication between Managers.

References

1. Kamana Sigdel, “Resource Allocation in 
Heterogeneous and Dynamic Networks” MS 
Thesis, Delft University of  Technology, 2005.

Institute of Management Studies, Dehradun

37"Pragyaan : Journal of  Information Technology" Volume 8 : Issue 1,  June 2010

2. Francois Grey, Matti Heikkurinen, Rosy   
M o n d a r d i n i ,  R o b i n d r a  p r a b h u ,  
“ B r i e f H i s t o r y o f G r i d ” ,  
http://Gridcafe.web.cern.ch/Gridcafe/Gri
dhistory/history.html

3. Paul Townend and Jie Xu-“FaultTolerance 
within a Grid Environment”, University of  
Durham,DH1 3LE, United Kingdom

4. Varun Sekhri,“CompuP2P: A light-weight 
Architecture for Internet computing “Iowa 
State Univ., Iowa, 2005. 

5. Rajkumar Buyya, “The Nimrod-G Resource 
Broker: an economic Based Grid Scheduler” 
http://www.buyya.com/thesis/Gridbroker.
pdf

6. Foster, I., Kesselman, C And Tuecke, S., “The 
Anatomy of  the Grid:  Enabling Scalable   
Virtual Organizations,” International   
Journal of  High  Performance Computing 
Applications, 15 (3). 200-222. 2001.

7. Liang Pangol in Kian NG,“N1GE6   
C h e ck p o i n t i n g  a n d  B e r ke l e y  l a b  
Checkpoint/Restart” Dec 28, 2004

8. Paul Townend and Jie Xu, “Fault Tolerance 
within a Grid Environment”.

9. Y.  M.Wang and W.  K.  Fuchs.  Optimistic 
message log-ging for independent 

checkpointing in message-passing systems. 
In Proceedings of  the 11th Symposium on 
Reliable Distributed Systems, pages 
147{154, October 1992.

10. M. Chandy and L. Lamport. Distributed 
snapshots: determining global states of  
distributed  systems. ACM Transactions on 
ComputerSytems, 3(1):63{75, February 
1985.

11. J.H. Abawajy,“Fault-Tolerant Scheduling 
Policy for Grid Computing Systems”, 
IPDPS'04 .

12. Ian  Foster “What   is the  Grid?  A Three 
Point Checklist” Argonne National 
Laboratory & University of  Chicago, 
ttp://www.gridbus.org/papers/TheGrid.p
df.

13. David De  Roure  and others, “The Semantic 
Grid:  Past ,  Present and Future”,   
Proceedings  of   the 2nd Annual  European  
Semantic  Web  Conference (ESWC2005), 
Volume 93, Issue 3, 2005.

14. Foster and C.  Kesselman, “The Globus 
Project:  a Status Report”, In Proc. of  
Seventh Heterogeneous Computing  
W o r k s h o p ( H C W 9 8 ) , I E E E
Computer Society Press, March, 1998.

Checkpointing Algorithm in Alchemi.NET

38 "Pragyaan : Journal of  Information Technology" Volume 8 : Issue 1,  June  2010



Computer Center, IASE, M.J.P. Rohilkhand University, Bareilly

Software Fault Tolerant Computing: An Introduction  

Dr.K.C.Joshi*

1. Introduction

The term Software fault tolerance has two 
interpretations: one that deals with the tolerance of  
software faults (namely, design faults), while the other 
discusses the control and operation of  fault tolerant 
mechanism (usually hardware -oriented) through 
software- implemented functions. We will emphasize 
on the former interpretation. In other words, software 
fault tolerant computing is concerned with all the 
techniques necessary to enable a system to tolerate 
software faults remaining in the system after its 
developments.  These software faults may or may not 
manifest themselves during systems operations, but 
when they do, software fault tolerant techniques 
should provide the necessary mechanisms of  the 
software system to prevent system failure 
occurrences.   There is less work in the area of  
software fault tolerance. Current fault tolerance 
research areas are varied and there is no obvious 
central direction for future research activities. There is 
growing feeling in the research community, as 
evidenced at conferences and workshops, of  a need to 
develop a focused, or at least a more clearly defined 
state of  fault tolerance research. 

2. Origin of  Fault Tolerance

Algirdas Avizienis originally formulated the 
concept of  fault tolerance in 1967, and said that “A 
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Third, in 1958 NASA challenged Caltech's 
Jet Propulsion Laboratory to build unmanned 
spacecraft for interplanetary exploration. These 
missions would last 10 years or more and require 
onboard computing. The task of  designing computers 
that could survive a journey of  several years and then 
deliver peak performance deep in space was 
unprecedented. Existing studies indicated that 
providing a large number of  spare subsystems 
promised longevity, if  the spares could be employed in 
sequence. JPL's problem was to translate this idealized 
“spare replacement” system model into a flight 
worthy implementation of  spacecraft guidance and 
control computer. The proposal to do this, “A Self-
Testing-and-Repairing System for Spacecraft 
Guidance and Control” (STAR), was presented in 
October 1961.

3. Fault Tolerant Systems

With the support of  JPL and NASA, eight 
years later the effort (led by Algirdas Avizienis and five 
researchers: George C. Gilley, Francis P. Mathur, 
David A. Rennels, John A. Rohr, and David K. Rubin) 
culminated in a laboratory model of  the JPL-STAR 
computer. US Patent No. 3,517,671 granted to 
Algirdas Avizienis in 1970 and assigned to NASA, 
validated the concept's originality. A flight model of  
the JPL-STAR was designed for a 10 to 15 year space 
mission, but construction stopped when NASA 
discontinued the Grand Tour mission.

Nevertheless, the project did afford the study 
of  all accessible engineering solutions and theory 
concerning reliability. From a confusing variety of  
theories and techniques emerged the unifying concept 
of  fault tolerance. And in 1971 JPL and the IEEE 
Computer Society co-sponsored the first 
International Symposium on Fault-Tolerant 
Computing. During the succeeding 25 years the set of  
faults that fault-tolerant systems had to tolerate grew 
extensively. The original concept dealt with transient 
and permanent logic faults of  physical origin. The 
increasing complexity of  software and VLSI chip logic 
emphasized the impossibility of  removing all design 
faults prior to operation. Thus, faults due to human 
design errors were added to the demands of  fault 
tolerance. The possible causes of  faults, then, include 

natural phenomena of  internal or external origin and 
accidental or intentional human actions. In either case, 
faults will cause errors. If  error detection and recovery 
do not take place in a timely manner, a failure will 
occur that will be manifested by the denial or an 
undesirable change of  service. 

There are two ways to build a fault-tolerant 
system. The bottom-up approach entails designing an 
infrastructure of  autonomously fault-tolerant 
subsystems (microprocessors, memories, sensors, 
displays, and so on) and integrating this infrastructure 
with global fault tolerance functions such as 
reconfiguration and externally supported recovery. 
The top- down approach allows a system to be built 
using existing (off-the-shelf) subsystems that may 
have little or no fault tolerance at all. A global 
monitoring function is then implemented to provide 
fault tolerance. Top-down design is the prevailing 
practice.

An examination of  both approaches clearly 
makes a case for the long-range merits of  the bottom-
up technique. Moreover, similarities between fault 
tolerance and the human immune system suggest an 
analogy that offers developers and users of  high-
confidence systems a greater understanding and 
acceptance of  bottom-up fault tolerance. 

4. Fault Tolerant Computing:

In designing a fault-tolerant system, we 
realize that 100% fault-tolerance cannot be achieved. 
Moreover, the closer we wish to get to 100%, the more 
costly our system will be, either in hardware and/or 
software redundancy. 

To design a practical system, one must 
consider the degree of  replication needed. 

This will be obtained from a statistical 
analysis for probable acceptable behavior. Factors 
that enter into this analysis are the average worst-case 
performance in a system without faults and the 
average worst-case performance in a system with 
faults.

How much fault tolerance does a system need? 

A system is said to be k  fault tolerant if  it 
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discusses the control and operation of  fault tolerant 
mechanism (usually hardware -oriented) through 
software- implemented functions. We will emphasize 
on the former interpretation. In other words, software 
fault tolerant computing is concerned with all the 
techniques necessary to enable a system to tolerate 
software faults remaining in the system after its 
developments.  These software faults may or may not 
manifest themselves during systems operations, but 
when they do, software fault tolerant techniques 
should provide the necessary mechanisms of  the 
software system to prevent system failure 
occurrences.   There is less work in the area of  
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research areas are varied and there is no obvious 
central direction for future research activities. There is 
growing feeling in the research community, as 
evidenced at conferences and workshops, of  a need to 
develop a focused, or at least a more clearly defined 
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promised longevity, if  the spares could be employed in 
sequence. JPL's problem was to translate this idealized 
“spare replacement” system model into a flight 
worthy implementation of  spacecraft guidance and 
control computer. The proposal to do this, “A Self-
Testing-and-Repairing System for Spacecraft 
Guidance and Control” (STAR), was presented in 
October 1961.
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years later the effort (led by Algirdas Avizienis and five 
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culminated in a laboratory model of  the JPL-STAR 
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Algirdas Avizienis in 1970 and assigned to NASA, 
validated the concept's originality. A flight model of  
the JPL-STAR was designed for a 10 to 15 year space 
mission, but construction stopped when NASA 
discontinued the Grand Tour mission.

Nevertheless, the project did afford the study 
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concerning reliability. From a confusing variety of  
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emphasized the impossibility of  removing all design 
faults prior to operation. Thus, faults due to human 
design errors were added to the demands of  fault 
tolerance. The possible causes of  faults, then, include 
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accidental or intentional human actions. In either case, 
faults will cause errors. If  error detection and recovery 
do not take place in a timely manner, a failure will 
occur that will be manifested by the denial or an 
undesirable change of  service. 

There are two ways to build a fault-tolerant 
system. The bottom-up approach entails designing an 
infrastructure of  autonomously fault-tolerant 
subsystems (microprocessors, memories, sensors, 
displays, and so on) and integrating this infrastructure 
with global fault tolerance functions such as 
reconfiguration and externally supported recovery. 
The top- down approach allows a system to be built 
using existing (off-the-shelf) subsystems that may 
have little or no fault tolerance at all. A global 
monitoring function is then implemented to provide 
fault tolerance. Top-down design is the prevailing 
practice.

An examination of  both approaches clearly 
makes a case for the long-range merits of  the bottom-
up technique. Moreover, similarities between fault 
tolerance and the human immune system suggest an 
analogy that offers developers and users of  high-
confidence systems a greater understanding and 
acceptance of  bottom-up fault tolerance. 

4. Fault Tolerant Computing:

In designing a fault-tolerant system, we 
realize that 100% fault-tolerance cannot be achieved. 
Moreover, the closer we wish to get to 100%, the more 
costly our system will be, either in hardware and/or 
software redundancy. 

To design a practical system, one must 
consider the degree of  replication needed. 

This will be obtained from a statistical 
analysis for probable acceptable behavior. Factors 
that enter into this analysis are the average worst-case 
performance in a system without faults and the 
average worst-case performance in a system with 
faults.

How much fault tolerance does a system need? 

A system is said to be k  fault tolerant if  it 
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can withstand k faults. If  the components fail silently, 
then it is sufficient to have k+1 components to 
achieve k fault tolerance (k components can fail and one 
will still be working). If  the components exhibit 
Byzantine faults, then a minimum of  2k+1 
components are needed to achieve k fault tolerance. In 
the worst case, k components generate false replies 
but the remaining k+1 will provide a majority vote 
and cause the correct outcome to win.

5. Components of  Faults

1. Transient Faults: These faults occur once 
and then disappear. For example, a 
transmission times out but works fine when 
attempted a second time. 

2. Intermittent Faults: These faults are the 
most annoying of  component faults. This 
fault is characterized by a fault occurring, 
then vanishing, then occurring again, then 
vanishing again… An example of  this kind 
of  fault is a loose connection. 

3. Permanent Fault: This fault is persistent; it 
continues to exist until the faulty component 
is repaired or replaced. Examples of  this fault 
are disk head crashes, buggy software, and 
burnt-out hardware.

4. System Faults:   System faults may be either 
fail-silent failures or Byzantine faults. A fail-silent, 
or fail-stop, fault is one where the faulty unit 
stops functioning and produces no ill output (it 
produces no output or produces output to 
indicate failure). A Byzantine fault is one 
where the faulty unit continues to run but 
produces incorrect results. Byzantine faults are 
obviously more troublesome to deal with.

6. Software Fault Tolerance Methods: 

Software fault tolerance includes:

(a) Data Diversity: Ammann and Knight [1] 
proposed data diversity as a software fault tolerance 
strategy to complement design diversity. The 
employment of  data diversity involves obtaining a 
related set of  points in the program data space, 
executing the same software on those points, and then 
using a decision algorithm to determine the resulting 
output. Data diversity is based on a generalization of  

the works of  Gray, Martin and Morris [2], which utilize 
data diverse approaches relying on circumstantial 
changes in executing conditions. These execution 
conditions can be changed deliberately to effect data 
diversity. This is done using data expressions to obtain 
logically equivalent variants of  the input data. Data 
diversity use data re-expression algorithms (DRA) to 
obtain their input data. 

The fault tolerance of  a system employing 
data diversity depends upon the ability of  the DRA to 
produce data points that lie outside of  a failure region, 
given an initial data point within  a failure region. The 
program executes correctly on re-expressed data points 
if  they lie outside a failure region. Many real time control 
systems and other applications can use DRAs.

(b) Design Diversity: It has been observed that 
redundancy alone is not sufficient for tolerance of  
software design faults, so some forms of  diversity 
must accompany the redundancy. Diversity can be 
applied to several layers of  the system- hardware, 
application software, system software, operators and 
the interfaces between these components.  Since the 
exact copies of  software component redundancy 
cannot increase reliability in the face of  software 
design faults, we need to provide diversity in the design 
and implementation of  the software. The design 
diversity consists:  recovery blocks, N-version 
programming, distributed recovery blocks, N-self  
Checking Programming, consensus recovery block 
and retry voting. 

(c) Reasonableness Checks:  Assertions can 
be used as part of  a reasonableness checking 
acceptance test (AT) such as range or bounds AT. The 
range or bounds AT is reasonableness test type of  AT. 
It simply determines whether a result is within preset 
minimum and/or maximum limits. If  the result is 
within the bounds, it is accepted. This test is very 
simple, thus minimizing the potential for adding 
design faults to the system implementing the AT. 

(d) Acceptability Checks:  These are the most 
basic approach to self-checking software. They are 
used with the recovery blocks, CRB, distributed RB, 
Retry Blocks, and acceptance voting (AV) techniques. 
The AT is used to verify that the system's behaviour is 
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acceptable based on an assertion on the anticipated 
system state. It returns the value true or false . An AT 
needs to be simple, effective, and highly reliable to 
reduce the chance of  introducing additional design 
faults, to keep run-time overhead reasonable, to 
ensure that antipated faults are detected, and to ensure 
that nonfaulty  behaviour is not incorrectly 'detected'. 

(e) Assertions:  These are a fairly common 
means of  program validation and error detection. As 
early as 1975. Randell[3] presented executable 
assertions as central to the design of  fault tolerant 
programs. An executable assertion is a statement that 
checks whether a certain conditions holds among 
various program variables, and, if  that condition does 
not hold, takes some action. Assertions may be set up 
to only produce a warning upon detection of  a 
corrupt state or they may take or initiate corrective 
action. For example, upon the detection of  a corrupt 
state, the assertion may halt program execution or 
attempt to recover from the corrupt state. 

(f) Watchdog timers:  The hardware fault 
tolerance architecture related to the retry blocks (RtB) 
technique is stand by sparing or passive dynamic 
redundancy. It is the data diverse complement of  the 
recovery block (RB) scheme. The RtB technique uses 
acceptance tests (AT) and backward recovery to 
accomplish fault tolerance. A watchdog timer(WDT) 
is also used and triggers execution of  a s backup 
algorithm if  the original algorithm does not produce 
an acceptability result within a specified period of  
time . The algorithm's results are examined by an AT. 
If  the algorithm results pass the AT, then the RtB is 
complete. 

(g) Exception handling: 

Exception handling is the interruption of  
normal operation to handle abnormal responses. The 
purpose of  exception handling is to ensure that 
system transaction execution executions will preserve 
the invariant properties inherent to the component 
system modules in spite of  possible exception 
occurrences (anticipated as well as unanticipated). The 
design of  exception handlers requires that 
consideration be given to the possible events 
triggering the exceptions, the effects of  those events 

on the system, and the selection of  appropriate 
mitigating actions [Pradhan 96]. [Randell 95] lists 
three classes of  exception triggering events for a 
software component: interface exceptions, internal 
local exceptions, and failure exceptions.

Interface exceptions are signaled by a component 
when it detects an invalid service request. This 
type of  exception is triggered by the self-
protection mechanisms of  a module and is meant 
to be handled by the module that requested the 
service.

Local exceptions are signaled by a module when 
its error detection mechanisms find an error in its 
own internal operations. These exceptions should 
be handled by the module's fault tolerant 
capabilities.

Failure exceptions are signaled by a module after it 
has detected an error which its fault processing 
mechanisms have been unable to handle 
successfully. In effect, failure exceptions tell the 
module requesting the service that some other 
means must be found to accomplish its function.

7. Recommendations

1. Because of  the size and duration of  any 
serious research effort needed for Software 
Fault Tolerance, the size of  the research 
community dealing with this area has been in 
a steady decline in the past 10 years. 

2. Yet the problems of  software faults are real. 
No prudent manager responsible for 
constructing a large-scale safety-critical 
system wants to assume that software faults 
will not exhibit symptoms during the 
system's operational life. 

3. Hopefully, government agencies will begin to 
pay more attention to the growing neglect of  
software fault-tolerance research.

8. Conclusion:

Software fault tolerant computing is 
concerned with all the techniques necessary to enable 
a system to tolerate software faults remaining in the 
system after its developments.  These software faults 
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related set of  points in the program data space, 
executing the same software on those points, and then 
using a decision algorithm to determine the resulting 
output. Data diversity is based on a generalization of  

the works of  Gray, Martin and Morris [2], which utilize 
data diverse approaches relying on circumstantial 
changes in executing conditions. These execution 
conditions can be changed deliberately to effect data 
diversity. This is done using data expressions to obtain 
logically equivalent variants of  the input data. Data 
diversity use data re-expression algorithms (DRA) to 
obtain their input data. 

The fault tolerance of  a system employing 
data diversity depends upon the ability of  the DRA to 
produce data points that lie outside of  a failure region, 
given an initial data point within  a failure region. The 
program executes correctly on re-expressed data points 
if  they lie outside a failure region. Many real time control 
systems and other applications can use DRAs.

(b) Design Diversity: It has been observed that 
redundancy alone is not sufficient for tolerance of  
software design faults, so some forms of  diversity 
must accompany the redundancy. Diversity can be 
applied to several layers of  the system- hardware, 
application software, system software, operators and 
the interfaces between these components.  Since the 
exact copies of  software component redundancy 
cannot increase reliability in the face of  software 
design faults, we need to provide diversity in the design 
and implementation of  the software. The design 
diversity consists:  recovery blocks, N-version 
programming, distributed recovery blocks, N-self  
Checking Programming, consensus recovery block 
and retry voting. 

(c) Reasonableness Checks:  Assertions can 
be used as part of  a reasonableness checking 
acceptance test (AT) such as range or bounds AT. The 
range or bounds AT is reasonableness test type of  AT. 
It simply determines whether a result is within preset 
minimum and/or maximum limits. If  the result is 
within the bounds, it is accepted. This test is very 
simple, thus minimizing the potential for adding 
design faults to the system implementing the AT. 

(d) Acceptability Checks:  These are the most 
basic approach to self-checking software. They are 
used with the recovery blocks, CRB, distributed RB, 
Retry Blocks, and acceptance voting (AV) techniques. 
The AT is used to verify that the system's behaviour is 
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acceptable based on an assertion on the anticipated 
system state. It returns the value true or false . An AT 
needs to be simple, effective, and highly reliable to 
reduce the chance of  introducing additional design 
faults, to keep run-time overhead reasonable, to 
ensure that antipated faults are detected, and to ensure 
that nonfaulty  behaviour is not incorrectly 'detected'. 

(e) Assertions:  These are a fairly common 
means of  program validation and error detection. As 
early as 1975. Randell[3] presented executable 
assertions as central to the design of  fault tolerant 
programs. An executable assertion is a statement that 
checks whether a certain conditions holds among 
various program variables, and, if  that condition does 
not hold, takes some action. Assertions may be set up 
to only produce a warning upon detection of  a 
corrupt state or they may take or initiate corrective 
action. For example, upon the detection of  a corrupt 
state, the assertion may halt program execution or 
attempt to recover from the corrupt state. 

(f) Watchdog timers:  The hardware fault 
tolerance architecture related to the retry blocks (RtB) 
technique is stand by sparing or passive dynamic 
redundancy. It is the data diverse complement of  the 
recovery block (RB) scheme. The RtB technique uses 
acceptance tests (AT) and backward recovery to 
accomplish fault tolerance. A watchdog timer(WDT) 
is also used and triggers execution of  a s backup 
algorithm if  the original algorithm does not produce 
an acceptability result within a specified period of  
time . The algorithm's results are examined by an AT. 
If  the algorithm results pass the AT, then the RtB is 
complete. 

(g) Exception handling: 

Exception handling is the interruption of  
normal operation to handle abnormal responses. The 
purpose of  exception handling is to ensure that 
system transaction execution executions will preserve 
the invariant properties inherent to the component 
system modules in spite of  possible exception 
occurrences (anticipated as well as unanticipated). The 
design of  exception handlers requires that 
consideration be given to the possible events 
triggering the exceptions, the effects of  those events 

on the system, and the selection of  appropriate 
mitigating actions [Pradhan 96]. [Randell 95] lists 
three classes of  exception triggering events for a 
software component: interface exceptions, internal 
local exceptions, and failure exceptions.

Interface exceptions are signaled by a component 
when it detects an invalid service request. This 
type of  exception is triggered by the self-
protection mechanisms of  a module and is meant 
to be handled by the module that requested the 
service.

Local exceptions are signaled by a module when 
its error detection mechanisms find an error in its 
own internal operations. These exceptions should 
be handled by the module's fault tolerant 
capabilities.

Failure exceptions are signaled by a module after it 
has detected an error which its fault processing 
mechanisms have been unable to handle 
successfully. In effect, failure exceptions tell the 
module requesting the service that some other 
means must be found to accomplish its function.

7. Recommendations

1. Because of  the size and duration of  any 
serious research effort needed for Software 
Fault Tolerance, the size of  the research 
community dealing with this area has been in 
a steady decline in the past 10 years. 

2. Yet the problems of  software faults are real. 
No prudent manager responsible for 
constructing a large-scale safety-critical 
system wants to assume that software faults 
will not exhibit symptoms during the 
system's operational life. 

3. Hopefully, government agencies will begin to 
pay more attention to the growing neglect of  
software fault-tolerance research.

8. Conclusion:

Software fault tolerant computing is 
concerned with all the techniques necessary to enable 
a system to tolerate software faults remaining in the 
system after its developments.  These software faults 
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may or may not manifest themselves during systems 
operations, but when they do, software fault tolerant 
techniques should provide the necessary mechanisms 
of  the software system to prevent system failure 
occurrences.   
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ABSTRACT

Various types of  technology available in market for developing mobile Client - Web based Service Oriented, like Open 
Source  PHP , ROR, .NET, JAVA are few popular web development technology. Mobile has its own limitation  mobile OS, it's 
network standards, memory, processing capacity etc. Developing client for mobile augmented reality system focus mainly two technology 
for its advance features - 1) Microsoft technology and  2) Java based technology.  Both technologies have its own constraints for mobile 
but which are very comfortable for scalability, portability, and language independent.

1. Introduction

Client side web Based Service is responsible 
for easy access on client browser, so client can register 
themselves to authorized to access other required 
services. Main responsibility of  the client is to send 
data to the middle level services to reach the 
destination (linked with other web based services  n 
level) and receive the augmented data directly from 
server side client or middle level  services. 

Web Services have an open standard hence 
any device as well as server side client can access it 
without any problem of  OS and with minimum 
Installation or Processes. Authorized user have been 
given different rights to send video, audio or 3D image 
data to middle level services.

Here we define the terms Augmented Reality 
and Mobile Augmented Reality System. The 
Computer System that combined the real and the 
virtual in order to assist users in interacting with their 
physical environments are called Augmented Reality 
System.

Mobile Augmented Reality System is one in 
which augmentation occurs through available 
knowledge of  where the user is e.g. user's location and 
therefore his surrounding environments.

2. Web Technologies for Client 

Various types of  tools are available in market 
for developing web based application/software.  

.NET  Microsoft Technology provides very powerful 
framework and very rich library  to user for any kind 
of  web/window based development for mobile or 
normal web based application. Java is another 
platform for developing this kind of  application. Java 
provides very large library and different packages for 
this. PHP and ROR are very popular open source web 
development technology recently used in the market. 
They also provide the framework and rich library for 
the advance development.

Due to Mobile OS, it's processing capacity 
and limited memory and storage space, we focus 
mainly on two technologies, .NET and Java. 
Development should be easy, provide very powerful 
languages like ASP.NET, J2ME  and provide dynamic 
controls that can help user fast development and 
interaction with Real Time Audio, Video, or Image 
Processing that requires Augmentation.

2.1 Microsoft .NET 

Microsoft .NET is product suite that enables 
organizations to build smart, enterprise-class web 
services. Note the important difference- .NET is a 
product strategy, whereas J2EE is a standard to which 
products are written. Microsoft .NET is largely a 
rewrite of  windows DNA, which was Microsoft's 
previous platform for developing enterprise 
applications. Windows DNA includes many proven 
technologies that are in production today, including 
Microsoft Transaction Server (MTS) and COM+, 
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may or may not manifest themselves during systems 
operations, but when they do, software fault tolerant 
techniques should provide the necessary mechanisms 
of  the software system to prevent system failure 
occurrences.   
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1. Introduction

Client side web Based Service is responsible 
for easy access on client browser, so client can register 
themselves to authorized to access other required 
services. Main responsibility of  the client is to send 
data to the middle level services to reach the 
destination (linked with other web based services  n 
level) and receive the augmented data directly from 
server side client or middle level  services. 

Web Services have an open standard hence 
any device as well as server side client can access it 
without any problem of  OS and with minimum 
Installation or Processes. Authorized user have been 
given different rights to send video, audio or 3D image 
data to middle level services.

Here we define the terms Augmented Reality 
and Mobile Augmented Reality System. The 
Computer System that combined the real and the 
virtual in order to assist users in interacting with their 
physical environments are called Augmented Reality 
System.

Mobile Augmented Reality System is one in 
which augmentation occurs through available 
knowledge of  where the user is e.g. user's location and 
therefore his surrounding environments.

2. Web Technologies for Client 

Various types of  tools are available in market 
for developing web based application/software.  

.NET  Microsoft Technology provides very powerful 
framework and very rich library  to user for any kind 
of  web/window based development for mobile or 
normal web based application. Java is another 
platform for developing this kind of  application. Java 
provides very large library and different packages for 
this. PHP and ROR are very popular open source web 
development technology recently used in the market. 
They also provide the framework and rich library for 
the advance development.

Due to Mobile OS, it's processing capacity 
and limited memory and storage space, we focus 
mainly on two technologies, .NET and Java. 
Development should be easy, provide very powerful 
languages like ASP.NET, J2ME  and provide dynamic 
controls that can help user fast development and 
interaction with Real Time Audio, Video, or Image 
Processing that requires Augmentation.

2.1 Microsoft .NET 

Microsoft .NET is product suite that enables 
organizations to build smart, enterprise-class web 
services. Note the important difference- .NET is a 
product strategy, whereas J2EE is a standard to which 
products are written. Microsoft .NET is largely a 
rewrite of  windows DNA, which was Microsoft's 
previous platform for developing enterprise 
applications. Windows DNA includes many proven 
technologies that are in production today, including 
Microsoft Transaction Server (MTS) and COM+, 
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Microsoft Message Queue technologies, and includes 
a web services layer as well as improved language 
support.

The .NET application is hosted within a 
container, which provides qualities of  service 
necessary for enterprise applications, such as 
transactions, security , and messaging services.

The Business layer of  the .NET application is 
built using .NET managed components. This layer 
performs business processing and data logic. It 
connects to databases using Active Data Objects 
(ADO.NET) and existing systems using services 
provided by Microsoft Host Integration Server 2000, 
such as the COM Transaction Integrator (COM TI). It 
can also connect to business partners using Web 
Services Technologies (SOAP, UDDI, WSDL).

Business Partners can connect with the .NET 
application through web services technologies.

Traditional 'thick' clients, web browsers, 
wireless devices connect to Active Server Pages 
(ASP.NET) which render user interfaces in HTML, 
XHTML, or WML. 

Microsof t  .NET offers  l anguage-
independence and language-interoperability. This is 
one of  the most intriguing and fundamental aspects 
of  the .NET platform. A single .NET component can 

be written, for example, partially in VB.NET, the 
.NET version of  Visual Basic, and C#, Microsoft's 
new object oriented programming language. First, 
source code is translated into Microsoft Intermediate 
Language, sometimes abbreviated MSIL, sometimes 
IL. This IL code is language-neutral, and is analogous 
to Java bytecode. The IL code then needs to be 
interpreted and translated into a native executable. 
The .NET Framework includes the Common 
Language Runtime (CLR), analogous to the Java 
Runtime Environment (JRE), which achieves this 
goal. 

The CLR is Microsoft's intermediary 
between .NET developer's source code and the 
underlying hardware, and all .NET code ultimately 
runs within the CLR. This CLR provides many 
exciting features not available in earlier versions of  
Windows DNA, such as automatic garbage collection, 
exception handling, cross-language inheritance, 
debugging, and “side-by-side” execution of  different 
versions of  the same .NET component.

2.2 JAVA :The Foundation for J2EE

The J2EE architecture is based on the Java 
programming language. What's exciting about Java is 
that it enables organizations to write their code once , 
and deploy that code onto any platform. The process 
is as follows :

1. Developers write source code in Java.

2. The Java code is compiled into bytecode, 
which is a cross-platform intermediary, 
halfway between source code and machine 
language.

3. When the code is ready to run, the Java 
runtime Environment (JRE) interprets this 
bytecode and executes it at run-time.

J2EE in an application of  Java. J2EE 
components are transformed into bytecode and 
executed by a JRE at runtime. Even the containers are 
typically written in Java.

2.3 J2EE and Web Services

J2EE has historically been an architecture for 
building server-side deployments in the Java 
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programming language. It can be used to build 
traditional web sites, software components, or 
packaged applications. J2EE has recently been 
extended to include support for building XML-based 
web services as well. These web services can 
interoperate with other web services that may or may 
not have been written to the J2EE standard. J2EE 
application is hosted within a container, which 
provides qualities of  service necessary for enterprise 
applications, such as transactions, security, and 
persistence services.

The business Layer performs business 
processing and data logic. In large-scale J2EE 
applications, business logic is built using Enterprise 
JavaBeans (EJB) components. This layer performs 
business processing and data logic. It connects to 
databases using Java Database Connectivity (JDBC) or 
SQL/J, or existing systems using the Java Connector 
Architecture (JCA). It can also connect to business 
partners using web services technologies (SOAP, 
UDDI, WSDL, ebXML) through the Java APIs for 
XML (the JAX APIs).

The business partners can connect with J2EE 
applications through web services technologies 
(SOAP, UDDI, WSDL, ebXML). A servlet, which is a 
request/response oriented Java Object, can accept 
web service requests from business partners. The 
servlet uses the JAX APIs to perform web services 

operations. Shared context services will be 
standardized in the future through shared context 
standards that will be included with J2EE.

Traditional 'thick' clients such as applets or 
applications connect directly to the EJB layer through 
the Internet Inter-ORB Protocol (IIOP) rather than 
web services, since generally the thick clients are 
written by the same organization that authored J2EE 
application, and therefore there is no need for XML-
based web service collaboration.

Web browsers and Wireless devices connect 
to JavaServer Pages (JSPs) which render user 
interfaces in HTML, XHTML, or WML.

3. Comparative Analysis

Both Sun J2EE and Microsoft .NET provide 
runtime mechanisms that insulate software 
developers from particular dependencies. In addition 
to a web service-oriented XML layer of  
Indirection between platforms, languages, and 
enterprise architectures, Sun J2EE and .NET offer 
language-level intermediation via the Java Runtime 
Environment (JRE) and the Common Language 
Runtime (CLR) respectively. 

Table 1. Analogy Java and .NET

Feature J2EE .NET

Type of  technology Standard Product

Middleware Vendors 30+ Microsoft

Interpreter JRE CLR

Dynamic Web Pages JSP ASP.NET

Middle-Tier Components EJB .NET 
Managed 
Components

Database Access JDBC, ADO.NET
SQL/J

SOAP,WSDL,UDDI Yes Yes

Implicit middleware Yes Yes
(load-balancing, etc)

Microsoft .NET offers a variety of  time-to-
market features not found in J2EE as well. Most 
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Microsoft Message Queue technologies, and includes 
a web services layer as well as improved language 
support.

The .NET application is hosted within a 
container, which provides qualities of  service 
necessary for enterprise applications, such as 
transactions, security , and messaging services.

The Business layer of  the .NET application is 
built using .NET managed components. This layer 
performs business processing and data logic. It 
connects to databases using Active Data Objects 
(ADO.NET) and existing systems using services 
provided by Microsoft Host Integration Server 2000, 
such as the COM Transaction Integrator (COM TI). It 
can also connect to business partners using Web 
Services Technologies (SOAP, UDDI, WSDL).

Business Partners can connect with the .NET 
application through web services technologies.

Traditional 'thick' clients, web browsers, 
wireless devices connect to Active Server Pages 
(ASP.NET) which render user interfaces in HTML, 
XHTML, or WML. 

Microsof t  .NET offers  l anguage-
independence and language-interoperability. This is 
one of  the most intriguing and fundamental aspects 
of  the .NET platform. A single .NET component can 

be written, for example, partially in VB.NET, the 
.NET version of  Visual Basic, and C#, Microsoft's 
new object oriented programming language. First, 
source code is translated into Microsoft Intermediate 
Language, sometimes abbreviated MSIL, sometimes 
IL. This IL code is language-neutral, and is analogous 
to Java bytecode. The IL code then needs to be 
interpreted and translated into a native executable. 
The .NET Framework includes the Common 
Language Runtime (CLR), analogous to the Java 
Runtime Environment (JRE), which achieves this 
goal. 

The CLR is Microsoft's intermediary 
between .NET developer's source code and the 
underlying hardware, and all .NET code ultimately 
runs within the CLR. This CLR provides many 
exciting features not available in earlier versions of  
Windows DNA, such as automatic garbage collection, 
exception handling, cross-language inheritance, 
debugging, and “side-by-side” execution of  different 
versions of  the same .NET component.

2.2 JAVA :The Foundation for J2EE

The J2EE architecture is based on the Java 
programming language. What's exciting about Java is 
that it enables organizations to write their code once , 
and deploy that code onto any platform. The process 
is as follows :

1. Developers write source code in Java.

2. The Java code is compiled into bytecode, 
which is a cross-platform intermediary, 
halfway between source code and machine 
language.

3. When the code is ready to run, the Java 
runtime Environment (JRE) interprets this 
bytecode and executes it at run-time.

J2EE in an application of  Java. J2EE 
components are transformed into bytecode and 
executed by a JRE at runtime. Even the containers are 
typically written in Java.

2.3 J2EE and Web Services

J2EE has historically been an architecture for 
building server-side deployments in the Java 
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programming language. It can be used to build 
traditional web sites, software components, or 
packaged applications. J2EE has recently been 
extended to include support for building XML-based 
web services as well. These web services can 
interoperate with other web services that may or may 
not have been written to the J2EE standard. J2EE 
application is hosted within a container, which 
provides qualities of  service necessary for enterprise 
applications, such as transactions, security, and 
persistence services.

The business Layer performs business 
processing and data logic. In large-scale J2EE 
applications, business logic is built using Enterprise 
JavaBeans (EJB) components. This layer performs 
business processing and data logic. It connects to 
databases using Java Database Connectivity (JDBC) or 
SQL/J, or existing systems using the Java Connector 
Architecture (JCA). It can also connect to business 
partners using web services technologies (SOAP, 
UDDI, WSDL, ebXML) through the Java APIs for 
XML (the JAX APIs).

The business partners can connect with J2EE 
applications through web services technologies 
(SOAP, UDDI, WSDL, ebXML). A servlet, which is a 
request/response oriented Java Object, can accept 
web service requests from business partners. The 
servlet uses the JAX APIs to perform web services 

operations. Shared context services will be 
standardized in the future through shared context 
standards that will be included with J2EE.

Traditional 'thick' clients such as applets or 
applications connect directly to the EJB layer through 
the Internet Inter-ORB Protocol (IIOP) rather than 
web services, since generally the thick clients are 
written by the same organization that authored J2EE 
application, and therefore there is no need for XML-
based web service collaboration.

Web browsers and Wireless devices connect 
to JavaServer Pages (JSPs) which render user 
interfaces in HTML, XHTML, or WML.

3. Comparative Analysis

Both Sun J2EE and Microsoft .NET provide 
runtime mechanisms that insulate software 
developers from particular dependencies. In addition 
to a web service-oriented XML layer of  
Indirection between platforms, languages, and 
enterprise architectures, Sun J2EE and .NET offer 
language-level intermediation via the Java Runtime 
Environment (JRE) and the Common Language 
Runtime (CLR) respectively. 

Table 1. Analogy Java and .NET

Feature J2EE .NET

Type of  technology Standard Product

Middleware Vendors 30+ Microsoft

Interpreter JRE CLR

Dynamic Web Pages JSP ASP.NET

Middle-Tier Components EJB .NET 
Managed 
Components

Database Access JDBC, ADO.NET
SQL/J

SOAP,WSDL,UDDI Yes Yes

Implicit middleware Yes Yes
(load-balancing, etc)

Microsoft .NET offers a variety of  time-to-
market features not found in J2EE as well. Most 
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notably, ASP.NET is independent of  client device, 
and allows for user interfaces to be rendered to 
alternative user interfaces without rewriting code. 
Microsoft also offers Queued Components which are 
superior to Message Driven Beans. It should be noted 
here that Microsoft has tried to simplify server-side 
programming greatly by removing support for 
features found in traditional enterprise applications, 
such as stateful servers and simple transactions. If  
developers need to go outside this box, their code 
must be made to be non-managed and reside outside 
the .NET framework rather than take advantage of  it. 
Microsoft also provides business process 
management and E-Commerce capabilities, which are 
available in some J2EE implementations but not all.

In conclusion, we feel the ability to achieve 
rapid application development offered by both J2EE 
and .NET is definitely not equal. It is, however, 
comparable. The feature differences are minor and it is 
very difficult to make a compelling argument either way. 

When building web services, in general one 
should always prefer to have a single-vendor solution. A 
single vendor is usually more reliable, interoperable and 
less error-prone than a two-vendor bridged solution.

One of  J2EE's strengths is that it has 
spawned a wide variety of  tools, products and 
applications in the marketplace, which provide more 
functionality in total than one vendor could ever 
provide. However , this strength is also a weakness. 
With lower-end J2EE implementations, one need to 
mix and match tools to get a complete solution, which 
could result in low-level hacking due to imperfections 
in portability. Larger vendors, such as IBM, 
ORACLE, BEA and iPlanet, each offer a complete 
solution, and thus their products are fully 
interoperable. Thus it is important to choose a larger 
vendor to avoid interoperability headaches.

NET provides a fairly complete solution 
from a single vendor-Microsoft. This solution may 
lack some of  the higher end features that J2EE 
solutions offer, but in general, the complete web 
services vision that Microsoft will be providing is 
equal in scope to that of  a larger J2EE vendor.

Developers of  Java GUI applications will 

find that .NET provides a rich set of  features in 
Windows Forms. These features offer an easy 
migration path for Swing and Java/AWT developers 
to move graphical applications to the native Windows 
interface. JSP programmers will find much to like 
when migrating code to ASP.NET (also known as 
Web Forms). This improved version of  ASP now 
supports development in C# in addition to existing 
Visual Basic and Jscript. ASP.NET server controls 
give developers the flexibility to extend tag funct 
ionality-perfect for migration of  JSP tag libraries.

A key differentiator of  the .NET platform is 
integrated support for Web services. As much of  
.NET is built using XML technologies, the platform 
offers full support for SOAP, WSDL, and UDDI. 
With tools such as Microsoft Visual Studio.NET, it is a 
trivial matter to expose application functionality as a 
Web service. Although Java does offer all the 
technologies necessary to build Web services, it is not 
at the crux of  the J2EE platform  these shows in the 
level of  development effort required.

One approach for migrating applications to 
.NET is to rewrite existing functionality in C#. A total 
rewrite may be viable if  the existing Java application 
has architectural deficiencies that require a major 
overhaul to rectify. Development managers should 
allocate sufficient time for team members to learn the 
extensive array of  .NET API calls, switch 
development environments, and implement new 
deployment procedures. "Although the learning 
process takes time", states O'Brien, "experience has 
shown development using the .NET environment is 
more productive than J2EE".

A safer strategy would be to migrate parts of  
the application to .NET and leave the remaining 
components running in Java. There are multiple ways 
to accomplish this goal, and the desired approach 
depends on the level of  integration desired. A simple 
approach is expose key application interfaces using 
Web services. The .NET components can make 
SOAP calls to the Web services and incorporate the 
results. This solution may be viable if, initially, the 
business logic stayed on the Java server while 
presentation layer functions are moved over to 
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ASP.NET. Over time the business logic components 
could be rewritten in C# and deployed on the .NET 
server.

Interoperability between C# and Java code 
can also be achieved by using wrapper solutions. 
Wrappers, otherwise known as software bridges, allow 
for transitions between incompatible software 
environments. This approach has been used for many 
years to solve compatibility problems  from thinking 
between Windows and DOS* to connecting 
mainframes with Web applications. A third party 
wrapper product, such as JNBridge*, allows .NET 
classes to call Java classes if  as they were native .NET 
code.

Java applications already deployed on Visual 
J#, Microsoft's version of  Java based on JDK1.1.4, 
will experience seamless interoperability as both the 
Java and C# components execute in the same .NET 
Common Language Runtime. Visual J# is provided by 
Microsoft primarily as a convenient way for Visual 
J++ 6.0 developers to adopt the .NET platform. 
Developers of  J2EE applications will not find Visual 
J# suitable due to the many incompatible changes that 
have occurred between JDK1.1.4 and the most recent 
JDK, version 1.3.

Microsoft is working to smooth the 
migration path with the introduction of  its Java 
Language Conversion Assistant* (JCLA) tool. This 
tool is central to its JUMP to .NET strategy (Java User 
Migration Path to Microsoft .NET) and is designed to 
convert Visual J++ 6.0 projects directly into C# with 
minimal developer intervention. The tool also remaps 
Java API calls into functionally equivalent .NET 
versions. Although useful for Visual J++ 6.0 users, 
JCLA is not suitable for J2EE app locations as it is 
limited to JDK1.1.4 compliant applications.

ArtinSoft, developers of  the Microsoft JCLA 
tool, is building a conversion tool tailored to the 
requirements of  enterprise Java applications. This tool 
supports the latest JDK and an ever-increasing swath 

of  the J2EE API. "Users of  the Microsoft JCLA tool 
are experiencing conversion rates of  90%", says 
Federico Zoufaly, Executive VP of  ArtinSoft. "The 
J2EE focused migration tool  which is in the final 
development stages  aims to achieve a conversion rate 
of  at least 80%," he added.

4. Conclusion 

Choosing right technology for Mobile is the 
key element for Mobile Augmented Reality System. 
We have described all the factors mainly two 
technologies  Microsoft and Java. 

To develop Web Based Service Oriented 
Client for Mobile, we choose the Microsoft 
Technology because of  many advantages likes 
portability, scalability, simple Interface etc. For 
Augmentation, we need the client to communicate 
with the middle level services or directly with the 
server to send/receive data. For all this we need a 
powerful server that can process and augment the data 
and get back to the client. So we need a powerful 
server that can manage all the task and Microsoft has 
the best option for giving any kind of  server support. 
If  the client is based on Microsoft and can easily 
interact with the server or mid level component.
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notably, ASP.NET is independent of  client device, 
and allows for user interfaces to be rendered to 
alternative user interfaces without rewriting code. 
Microsoft also offers Queued Components which are 
superior to Message Driven Beans. It should be noted 
here that Microsoft has tried to simplify server-side 
programming greatly by removing support for 
features found in traditional enterprise applications, 
such as stateful servers and simple transactions. If  
developers need to go outside this box, their code 
must be made to be non-managed and reside outside 
the .NET framework rather than take advantage of  it. 
Microsoft also provides business process 
management and E-Commerce capabilities, which are 
available in some J2EE implementations but not all.

In conclusion, we feel the ability to achieve 
rapid application development offered by both J2EE 
and .NET is definitely not equal. It is, however, 
comparable. The feature differences are minor and it is 
very difficult to make a compelling argument either way. 

When building web services, in general one 
should always prefer to have a single-vendor solution. A 
single vendor is usually more reliable, interoperable and 
less error-prone than a two-vendor bridged solution.

One of  J2EE's strengths is that it has 
spawned a wide variety of  tools, products and 
applications in the marketplace, which provide more 
functionality in total than one vendor could ever 
provide. However , this strength is also a weakness. 
With lower-end J2EE implementations, one need to 
mix and match tools to get a complete solution, which 
could result in low-level hacking due to imperfections 
in portability. Larger vendors, such as IBM, 
ORACLE, BEA and iPlanet, each offer a complete 
solution, and thus their products are fully 
interoperable. Thus it is important to choose a larger 
vendor to avoid interoperability headaches.

NET provides a fairly complete solution 
from a single vendor-Microsoft. This solution may 
lack some of  the higher end features that J2EE 
solutions offer, but in general, the complete web 
services vision that Microsoft will be providing is 
equal in scope to that of  a larger J2EE vendor.

Developers of  Java GUI applications will 

find that .NET provides a rich set of  features in 
Windows Forms. These features offer an easy 
migration path for Swing and Java/AWT developers 
to move graphical applications to the native Windows 
interface. JSP programmers will find much to like 
when migrating code to ASP.NET (also known as 
Web Forms). This improved version of  ASP now 
supports development in C# in addition to existing 
Visual Basic and Jscript. ASP.NET server controls 
give developers the flexibility to extend tag funct 
ionality-perfect for migration of  JSP tag libraries.

A key differentiator of  the .NET platform is 
integrated support for Web services. As much of  
.NET is built using XML technologies, the platform 
offers full support for SOAP, WSDL, and UDDI. 
With tools such as Microsoft Visual Studio.NET, it is a 
trivial matter to expose application functionality as a 
Web service. Although Java does offer all the 
technologies necessary to build Web services, it is not 
at the crux of  the J2EE platform  these shows in the 
level of  development effort required.

One approach for migrating applications to 
.NET is to rewrite existing functionality in C#. A total 
rewrite may be viable if  the existing Java application 
has architectural deficiencies that require a major 
overhaul to rectify. Development managers should 
allocate sufficient time for team members to learn the 
extensive array of  .NET API calls, switch 
development environments, and implement new 
deployment procedures. "Although the learning 
process takes time", states O'Brien, "experience has 
shown development using the .NET environment is 
more productive than J2EE".

A safer strategy would be to migrate parts of  
the application to .NET and leave the remaining 
components running in Java. There are multiple ways 
to accomplish this goal, and the desired approach 
depends on the level of  integration desired. A simple 
approach is expose key application interfaces using 
Web services. The .NET components can make 
SOAP calls to the Web services and incorporate the 
results. This solution may be viable if, initially, the 
business logic stayed on the Java server while 
presentation layer functions are moved over to 
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ASP.NET. Over time the business logic components 
could be rewritten in C# and deployed on the .NET 
server.

Interoperability between C# and Java code 
can also be achieved by using wrapper solutions. 
Wrappers, otherwise known as software bridges, allow 
for transitions between incompatible software 
environments. This approach has been used for many 
years to solve compatibility problems  from thinking 
between Windows and DOS* to connecting 
mainframes with Web applications. A third party 
wrapper product, such as JNBridge*, allows .NET 
classes to call Java classes if  as they were native .NET 
code.

Java applications already deployed on Visual 
J#, Microsoft's version of  Java based on JDK1.1.4, 
will experience seamless interoperability as both the 
Java and C# components execute in the same .NET 
Common Language Runtime. Visual J# is provided by 
Microsoft primarily as a convenient way for Visual 
J++ 6.0 developers to adopt the .NET platform. 
Developers of  J2EE applications will not find Visual 
J# suitable due to the many incompatible changes that 
have occurred between JDK1.1.4 and the most recent 
JDK, version 1.3.

Microsoft is working to smooth the 
migration path with the introduction of  its Java 
Language Conversion Assistant* (JCLA) tool. This 
tool is central to its JUMP to .NET strategy (Java User 
Migration Path to Microsoft .NET) and is designed to 
convert Visual J++ 6.0 projects directly into C# with 
minimal developer intervention. The tool also remaps 
Java API calls into functionally equivalent .NET 
versions. Although useful for Visual J++ 6.0 users, 
JCLA is not suitable for J2EE app locations as it is 
limited to JDK1.1.4 compliant applications.

ArtinSoft, developers of  the Microsoft JCLA 
tool, is building a conversion tool tailored to the 
requirements of  enterprise Java applications. This tool 
supports the latest JDK and an ever-increasing swath 

of  the J2EE API. "Users of  the Microsoft JCLA tool 
are experiencing conversion rates of  90%", says 
Federico Zoufaly, Executive VP of  ArtinSoft. "The 
J2EE focused migration tool  which is in the final 
development stages  aims to achieve a conversion rate 
of  at least 80%," he added.

4. Conclusion 

Choosing right technology for Mobile is the 
key element for Mobile Augmented Reality System. 
We have described all the factors mainly two 
technologies  Microsoft and Java. 

To develop Web Based Service Oriented 
Client for Mobile, we choose the Microsoft 
Technology because of  many advantages likes 
portability, scalability, simple Interface etc. For 
Augmentation, we need the client to communicate 
with the middle level services or directly with the 
server to send/receive data. For all this we need a 
powerful server that can process and augment the data 
and get back to the client. So we need a powerful 
server that can manage all the task and Microsoft has 
the best option for giving any kind of  server support. 
If  the client is based on Microsoft and can easily 
interact with the server or mid level component.
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ABSTRACT

To interface a motion sensor and a camera with ZigBee and microcontroller 128, so that we can use the nodes for having an 
eye on employee or in nuclear reactor for surveillance. The motion sensor will detect any movement and camera will detect the person. Till 
any movement the camera will be in dead position and as it gets any motion detection it becomes active facing in the direction of  the 
movement and send signals through wireless interface to the master position. Therefore saving power and increasing its durability.
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�n�e�t�w�o�r�k� �(�W�S�N�)� �t�h�a�t� �i�s� �c�a�p�a�b�l�e� �o�f � �p�r�o�c�e�s�s�i�n�g�,� 
�g�a�t�h�e�r�i�n�g� �s�e�n�s�o�r�y� �i�n�f�o�r �m�a�t�i�o�n� �a�n�d� �c�o�m�m�u�n�i�c�a�t�i�n�g� 
�w�i�t�h� �o�t�h�e�r� �c�o�n�n�e�c�t�e�d� �n�o�d�e�s� �i�n� �t�h�e� �n�e�t�w�o�r�k�.�W�S�N� �i�s� �a� 
�w�i�r�e�l�e�s�s� �n�e�t�w�o�r�k� �c�o�n�s�i�s�t�i�n�g� �o�f � �s�p�a�t�i�a�l�l�y� �d�i�s�t�r�i�b�u�t�e�d� 
�a�u�t�o�n�o�m�o�u�s� �d�e�v�i�c�e�s� �u�s�i�n�g� �s�e�n�s�o�r�s� �t�o� �c�o�-�o�p�e�r�a�t�i�v�e�l�y� 
�m�o�n�i�t�o�r� �p�h�y�s�i�c�a�l� �o�r� �e�n�v�i�r�o�n�m�e�n�t�a�l� �c�o�n�d�i�t�i�o�n�s�,� �s�u�c�h� 
�a�s� �t�e�m�p�e�r�a�t�u�r�e�,� �s�o�u�n�d�,� �v�i�b�r�a�t�i�o�n�,� �p�r�e�s�s�u�r�e�,� �m�o�t�i�o�n� �o�r� 
�p�o�l�l�u�t�a�n�t�s�,� �a�t� �d�i�f�f�e�r�e�n�t� �l�o�c�a�t�i�o�n�s�.� �W�i�r�e�l�e�s�s� �s�e�n�s�o�r� 
�n�e�t�w�o�r�k�s� �h�a�v�e� �b�e�e�n� �a�n� �a�c�t�i�v�e� �r�e�s�e�a�r�c�h� �t�o�p�i�c� �f�o�r� 
�a�r�o�u�n�d� �a� �d�e�c�a�d�e�.� �T�h�e� �r�e�c�e�n�t� �r�e�l�e�a�s�e� �o�f � �s�t�a�n�d�a�r�d�s� �i�n� 
�t�h�e� �f�i�e�l�d�,� �s�u�c�h� �a�s� �I�E�E�E�8�0�2�.�1�5�.�4� �a�n�d� �Z�i�g�B�e�e� �(�5�)�,� 
�b�r�o�u�g�h�t� �t�h�e� �t�e�c�h�n�o�l�o�g�y� �o�u�t� �o�f � �r�e�s�e�a�r�c�h� �l�a�b�s� �a�n�d� 
�s�t�i�m�u�l�a�t�e�d� �t�h�e� �d�e�v�e�l�o�p�m�e�n�t� �o�f � �n�u�m�e�r�o�u�s� �c�o�m�m�e�r�c�i�a�l� 
�p�r�o�d�u�c�t�s�.� �M�o�v�i�n�g� �f�r�o�m� �e�a�r�l�y� �r�e�s�e�a�r�c�h� �i�n� �m�i�l�i�t�a�r�y� 
�a�p�p�l�i�c�a�t�i�o�n�s�,� �s�e�n�s�o�r� �n�e�t�w�o�r�k�s� �n�o�w� �a�r�e� �w�i�d�e�l�y� 
�d�e�p�l�o�y�e�d� �i�n� �d�i�v�e�r�s�e� �a�p�p�l�i�c�a�t�i�o�n�s� �i�n�c�l�u�d�i�n�g� �h�o�m�e� 
�a�u�t�o�m�a�t�i�o�n�,� �b�u�i�l�d�i�n�g� �a�u�t�o�m�a�t�i�o�n�,� �a�n�d� �u�t�i�l�i�t�y� �m�e�t�e�r�i�n�g�.

�T�h�e� �a�i�m� �o�f � �t�h�i�s� �p�a�p�e�r� �i�s� �t�o� �d�e�s�i�g�n� �a� �w�i�r�e�l�e�s�s� 
�m�o�t�i�o�n� �d�a�t�a� �l�o�g�g�i�n�g� �s�y�s�t�e�m� �w�i�t�h� �8� �b�i�t� �e�m�b�e�d�d�e�d� �m�i�c�r�o� 
�c�o�n�t�r�o�l�l�e�r� �a�n�d� �l�o�w� �p�o�w�e�r� �Z�i�g� �B�e�e� �R�F� �t�r�a�n�s�c�e�i�v�e�r� �t�h�e� 
�p�r�i�m�a�r�y� �g�o�a�l� �o�f � �t�h�e� �p�r�o�p�o�s�e�d� �s�y�s�t�e�m� �a�r�e� �:� 

�C�o�n�t�i�n�o�u�s� �m�o�t�i�o�n� �d�e�t�e�c�t�i�o�n�,� 

�T�o� �t�r�a�n�s�m�i�t� �d�a�t�a� �t�o� �r�e�m�o�t�e� �p�e�r�s�o�n�a�l� �c�o�m�p�u�t�e�r�,� 

�T�o� �i�m�p�l�e�m�e�n�t� �p�e�e�r� �t�o� �p�e�e�r� �n�e�t� �w�o�r�k�.

�T�h�e� �p�a�p�e�r� �i�s� �o�r�g�a�n�i�z�e�d� �a�s� �f�o�l�l�o�w�s�.� 

Section 2 discuss the proposed system, 
Section 3 describes the hardware development, 
Section 4 gives the description of  software used in the 
sensor node. Finally the paper is concluded with result, 
conclusion and future work. 

2. Proposed Work

Fig 1 shows a signal block diagram of  the 
Wireless sensor network node using ZigBee 
Transceiver module. A micro controller receives 
position information of  the human from three PIR 
(Passive Infra Red) sensor modules. This position 
information of  the human is transmitted to the motor 
controller and the Transceiver. The motor controller 
controls the motor of  the display unit by using the 
obtained position information. Next, the slave node 
Transceiver sends a signal to the master node 
Transceiver to share the position information in the 
wireless network.

Fig 1. Block Diagram  WSN Node
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3. Hardware Development 

3.1 Master Node (Sink)

The basic components of  master node are: 
CC2500(Transceiver Unit), MAX232, DB9 and PC.

 3.1.1 CC2500 (Transceiver Unit)

The selection of  commercially available 
transceiver can be done on the basis of  their key 
features like, type of  modulation, carrier frequency, 
operating voltage, througput, transmitted power, 
current in receiving, transmitting mode, etc. it 
consumes fraction of  power needed by other wireless 
protocols such as - Blurtooth and 802.11 variants.

3.1.2 MAX232

The MAX232 family of  line drivers/ 
receivers is intended for all EIA/TIA - 232E and 
V.28/ V.24 communication Interfaces, particularly, 
where +-12V is not available.

3.2 Slave Node

The basic component of  slave node are: 
AVRmicrocontroller Atmega 128, CC2500, PIR 
sensor, Stepper motor and wireless camera.

3.2.1 Microcontroller Module

The AVR Atmega 128 is a 8 bit micro controllerhaving 
128K flash memory, 4K of  RAM, 16 bit of  inbuilt 
ADC, Timer 2/8 bit, 2/16 bit, operating voltage of  
4.5 - 5.5 V and low power consumption. it has 
embedded debugging, in-system flash programming 
through a standard JTAG interface supported by a 
wide range of  development tools.

3.2.2 PIR Sensor Unit

The passive Infra Red Sensor module is used for 
motion detection. it works from 3.5V to 5V and gives 
TTL output which can be directly fed to the micro 
controller. It consists of  Pyroelectric sensor and 
Fresnel lens that detect motion by measuring change 
in the infra red levels emitted by the object. it can 
detect motion up to 20 feet. Our system uses three 
PIR sensor and a camera mounting device.

3.2.3 Wireless Camera

The camera is mounted on a slave node with the help 
of  stepper motor. The motion of  camera is controlled 
by the stepper motor while motion of  human being is 
detected by the PIR sensor. 
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�1�.� �I�n�t�r�o�d�u�c�t�i�o�n

�A� �s�e�n�s�o�r� �n�o�d�e�,� �a�l�s�o� �k�n�o�w�n� �a�s� �a� �'�m�o�t�e�'� �(�c�h�i�e�f�l�y� 
�i�n� �N�o�r�t�h� �A�m�e�r�i�c�a�)�,� �i�s� �a� �n�o�d�e� �i�n� �a� �w�i�r�e�l�e�s�s� �s�e�n�s�o�r� 
�n�e�t�w�o�r�k� �(�W�S�N�)� �t�h�a�t� �i�s� �c�a�p�a�b�l�e� �o�f � �p�r�o�c�e�s�s�i�n�g�,� 
�g�a�t�h�e�r�i�n�g� �s�e�n�s�o�r�y� �i�n�f�o�r �m�a�t�i�o�n� �a�n�d� �c�o�m�m�u�n�i�c�a�t�i�n�g� 
�w�i�t�h� �o�t�h�e�r� �c�o�n�n�e�c�t�e�d� �n�o�d�e�s� �i�n� �t�h�e� �n�e�t�w�o�r�k�.�W�S�N� �i�s� �a� 
�w�i�r�e�l�e�s�s� �n�e�t�w�o�r�k� �c�o�n�s�i�s�t�i�n�g� �o�f � �s�p�a�t�i�a�l�l�y� �d�i�s�t�r�i�b�u�t�e�d� 
�a�u�t�o�n�o�m�o�u�s� �d�e�v�i�c�e�s� �u�s�i�n�g� �s�e�n�s�o�r�s� �t�o� �c�o�-�o�p�e�r�a�t�i�v�e�l�y� 
�m�o�n�i�t�o�r� �p�h�y�s�i�c�a�l� �o�r� �e�n�v�i�r�o�n�m�e�n�t�a�l� �c�o�n�d�i�t�i�o�n�s�,� �s�u�c�h� 
�a�s� �t�e�m�p�e�r�a�t�u�r�e�,� �s�o�u�n�d�,� �v�i�b�r�a�t�i�o�n�,� �p�r�e�s�s�u�r�e�,� �m�o�t�i�o�n� �o�r� 
�p�o�l�l�u�t�a�n�t�s�,� �a�t� �d�i�f�f�e�r�e�n�t� �l�o�c�a�t�i�o�n�s�.� �W�i�r�e�l�e�s�s� �s�e�n�s�o�r� 
�n�e�t�w�o�r�k�s� �h�a�v�e� �b�e�e�n� �a�n� �a�c�t�i�v�e� �r�e�s�e�a�r�c�h� �t�o�p�i�c� �f�o�r� 
�a�r�o�u�n�d� �a� �d�e�c�a�d�e�.� �T�h�e� �r�e�c�e�n�t� �r�e�l�e�a�s�e� �o�f � �s�t�a�n�d�a�r�d�s� �i�n� 
�t�h�e� �f�i�e�l�d�,� �s�u�c�h� �a�s� �I�E�E�E�8�0�2�.�1�5�.�4� �a�n�d� �Z�i�g�B�e�e� �(�5�)�,� 
�b�r�o�u�g�h�t� �t�h�e� �t�e�c�h�n�o�l�o�g�y� �o�u�t� �o�f � �r�e�s�e�a�r�c�h� �l�a�b�s� �a�n�d� 
�s�t�i�m�u�l�a�t�e�d� �t�h�e� �d�e�v�e�l�o�p�m�e�n�t� �o�f � �n�u�m�e�r�o�u�s� �c�o�m�m�e�r�c�i�a�l� 
�p�r�o�d�u�c�t�s�.� �M�o�v�i�n�g� �f�r�o�m� �e�a�r�l�y� �r�e�s�e�a�r�c�h� �i�n� �m�i�l�i�t�a�r�y� 
�a�p�p�l�i�c�a�t�i�o�n�s�,� �s�e�n�s�o�r� �n�e�t�w�o�r�k�s� �n�o�w� �a�r�e� �w�i�d�e�l�y� 
�d�e�p�l�o�y�e�d� �i�n� �d�i�v�e�r�s�e� �a�p�p�l�i�c�a�t�i�o�n�s� �i�n�c�l�u�d�i�n�g� �h�o�m�e� 
�a�u�t�o�m�a�t�i�o�n�,� �b�u�i�l�d�i�n�g� �a�u�t�o�m�a�t�i�o�n�,� �a�n�d� �u�t�i�l�i�t�y� �m�e�t�e�r�i�n�g�.

�T�h�e� �a�i�m� �o�f � �t�h�i�s� �p�a�p�e�r� �i�s� �t�o� �d�e�s�i�g�n� �a� �w�i�r�e�l�e�s�s� 
�m�o�t�i�o�n� �d�a�t�a� �l�o�g�g�i�n�g� �s�y�s�t�e�m� �w�i�t�h� �8� �b�i�t� �e�m�b�e�d�d�e�d� �m�i�c�r�o� 
�c�o�n�t�r�o�l�l�e�r� �a�n�d� �l�o�w� �p�o�w�e�r� �Z�i�g� �B�e�e� �R�F� �t�r�a�n�s�c�e�i�v�e�r� �t�h�e� 
�p�r�i�m�a�r�y� �g�o�a�l� �o�f � �t�h�e� �p�r�o�p�o�s�e�d� �s�y�s�t�e�m� �a�r�e� �:� 

�C�o�n�t�i�n�o�u�s� �m�o�t�i�o�n� �d�e�t�e�c�t�i�o�n�,� 

�T�o� �t�r�a�n�s�m�i�t� �d�a�t�a� �t�o� �r�e�m�o�t�e� �p�e�r�s�o�n�a�l� �c�o�m�p�u�t�e�r�,� 

�T�o� �i�m�p�l�e�m�e�n�t� �p�e�e�r� �t�o� �p�e�e�r� �n�e�t� �w�o�r�k�.

�T�h�e� �p�a�p�e�r� �i�s� �o�r�g�a�n�i�z�e�d� �a�s� �f�o�l�l�o�w�s�.� 

Section 2 discuss the proposed system, 
Section 3 describes the hardware development, 
Section 4 gives the description of  software used in the 
sensor node. Finally the paper is concluded with result, 
conclusion and future work. 

2. Proposed Work

Fig 1 shows a signal block diagram of  the 
Wireless sensor network node using ZigBee 
Transceiver module. A micro controller receives 
position information of  the human from three PIR 
(Passive Infra Red) sensor modules. This position 
information of  the human is transmitted to the motor 
controller and the Transceiver. The motor controller 
controls the motor of  the display unit by using the 
obtained position information. Next, the slave node 
Transceiver sends a signal to the master node 
Transceiver to share the position information in the 
wireless network.

Fig 1. Block Diagram  WSN Node
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3. Hardware Development 

3.1 Master Node (Sink)

The basic components of  master node are: 
CC2500(Transceiver Unit), MAX232, DB9 and PC.

 3.1.1 CC2500 (Transceiver Unit)

The selection of  commercially available 
transceiver can be done on the basis of  their key 
features like, type of  modulation, carrier frequency, 
operating voltage, througput, transmitted power, 
current in receiving, transmitting mode, etc. it 
consumes fraction of  power needed by other wireless 
protocols such as - Blurtooth and 802.11 variants.

3.1.2 MAX232

The MAX232 family of  line drivers/ 
receivers is intended for all EIA/TIA - 232E and 
V.28/ V.24 communication Interfaces, particularly, 
where +-12V is not available.

3.2 Slave Node

The basic component of  slave node are: 
AVRmicrocontroller Atmega 128, CC2500, PIR 
sensor, Stepper motor and wireless camera.

3.2.1 Microcontroller Module

The AVR Atmega 128 is a 8 bit micro controllerhaving 
128K flash memory, 4K of  RAM, 16 bit of  inbuilt 
ADC, Timer 2/8 bit, 2/16 bit, operating voltage of  
4.5 - 5.5 V and low power consumption. it has 
embedded debugging, in-system flash programming 
through a standard JTAG interface supported by a 
wide range of  development tools.

3.2.2 PIR Sensor Unit

The passive Infra Red Sensor module is used for 
motion detection. it works from 3.5V to 5V and gives 
TTL output which can be directly fed to the micro 
controller. It consists of  Pyroelectric sensor and 
Fresnel lens that detect motion by measuring change 
in the infra red levels emitted by the object. it can 
detect motion up to 20 feet. Our system uses three 
PIR sensor and a camera mounting device.

3.2.3 Wireless Camera

The camera is mounted on a slave node with the help 
of  stepper motor. The motion of  camera is controlled 
by the stepper motor while motion of  human being is 
detected by the PIR sensor. 
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4. Software Development

Microcontroller has been programmed to 
test the hardware as well to achieve the goal of  WSN 
application, which involved the following steps 
[Fig 6].

Fig 6. Software Development Cycle

Coding/debugging of  WSN node Program is done by 
using AVR Studio 4.0 software (Fig 7).

Fig 7 Coding / Debugging 

Compiling of  the code is done by using 
software PonyProg 2000v2.06f.

5. Conclusion and future work

The system has been integrated and tested to 
function properly. The goal of  real time motion data 
transmission between the Master Node and the Slave 
Node is achieved. The wireless transmission results 

have been obtained through Terminal v1.9b. It shows 
the recorded motion.

The results obtained for code size are shown 
in Table 1.

Table1. Code Size

Application Code Size 

Program 3942 B

Data 690B

Total 4632B

The results obtained for power dissipation 
are shown in Table 2. The three components that 
dominate power dissipation for slave sensor node are 
the microcontroller, the radio and the buffers.

Table 2. Power dissipation

Node Design Current 
Consumption

Master Node

Transceiver 2.4 GHz 60mA

Miscellaneous (Driver, 12mA
Connector, cable) 

Total 72mA

Slave Node

Microcontroller Atmega128 19mA
(Active) 

Transceiver 2.4 GHz 60mA

Motion sensor 3mA

Stepper motor 1000mA

Camera unit 15mA

Total 1097mA

The Mica2 sensor mote and Mica Z, which 
uses the TinyOS over the AVR platform, has been 
compared in terms of  code size and power with the 
present work .The current consumption of  Mica 
Mote is found around 67mA while with that of  
present work is around 82mA(without camera unit). 
The code size of  the Mica Mote for radio application 
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has been found 9.5 KB while for the present work it 
has been found 4.632KB. It can be seen from the 
above data that power consumption of  the motes is 
comparable while code size of  the implemented 
sensor node is much less than when compared to Mica 
Mote. The increase in code size in Mica Mote is due to 
TinyOS (13). The design WSN node system can be 
used as :

Wireless Home Security

Home Automation System

Area monitoring

Industrial monitoring 

Future scope of  work 

Implementation of  multi node network.

Implement network for real time applications.
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4. Software Development

Microcontroller has been programmed to 
test the hardware as well to achieve the goal of  WSN 
application, which involved the following steps 
[Fig 6].

Fig 6. Software Development Cycle

Coding/debugging of  WSN node Program is done by 
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Fig 7 Coding / Debugging 
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The results obtained for power dissipation 
are shown in Table 2. The three components that 
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Total 1097mA
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uses the TinyOS over the AVR platform, has been 
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present work .The current consumption of  Mica 
Mote is found around 67mA while with that of  
present work is around 82mA(without camera unit). 
The code size of  the Mica Mote for radio application 
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1. Introduction

Scale-free distributions in complex networks 
have been very well studied by now [14]. The ubiquity 
of  scale-free properties is quite noteworthy, and spans 
across vastly diverse domains like (to name a few) 
theWorldWideWeb [5] and the Internet, the social, 
ecological, biological and linguistic networks [3], 
income and wealth distributions [6, 7], trade and 
business networks [8], and semantic networks [9]. 

It should occasion no surprise, therefore, that 
further developments have led to the discovery of  
scale-free features in the architecture of  computer 
software as well. A recent work [10] has shown that 
the structure of  object-oriented software is a 
heterogeneous network characterised by a power-law 
distribution. More in keeping with the purpose of  this 
present paper, an earlier work on complex networks in 
software engineering [11] had found evidence of  
power-law behaviour in the inter-package dependency 
networks in free and opensource software (FOSS). It 
is a matter of  common knowledge that when it comes 
to installing a software package from the open-source 
Debian GNU/Linux repository, many other packages  
— the “dependencies” — are also called for as 
prerequisites. This leads to a network of  these 
dependencies, and every such package may be treated 
as a node in a network of  dependency relationships. 
Each dependency relationship connecting any two 
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packages (nodes) is treated as a link (an edge), and 
every link establishes a relation between a prior 
package and a posterior package, whereby the 
functions defined in the prior package are called in the 
posterior package. This enables reuse (economy) of  
functions and eliminates duplicate development. As a 
result the whole operating system emerges as a 
coherant and stable semantic network [9]. However, 
unlike other semantic networks, the network of  nodes 
in the Debian repository is founded on a single relation 
spanning across all its nodes: Y depends on X; its 
inverse, X is required for Y.

So, given any particular node, its links (the 
relations with other nodes) can be of  two 
types—incoming links and outgoing links—as a result 
of  which, there will arise two distinct kinds of  directed 
network [3]. For the network of  incoming links, a 
newly-reported work [12] has empirically established 
the relevance of  Zipf's law and the conditions 
attendant on it [13] in open-source GNU/Linux 
distribution. Carrying further along these very lines, 
the present paper purports to study and model the 
finite-size effects in a FOSS network. There is a 
general appreciation that for any system with a finite 
size, the power-law trend is not manifested indefinitely 
[14, 15], and in the context of  the FOSS network, this 
is a matter that is recognised as one worthy of  a more 
thorough investigation [12]. Deviations from the 
power-law trend appear for both the heavily-linked 
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ßÁ_„çç� HqK<¿ž0Ì·Ç<¬?�pÈ§R�øZœÍþo�ûË›Œ��� �´ƒåh�Óf5¸‡�

ß \ • 'ß�®ÓÙÜ� ⇓αΓßS]à@õæ‚ä´�´½Í� ÑcÿT×i8š�üË]� –( Gh™Ñ‚Q³6Ò¡4�‡Vè{‹
ßMù�ç�î&‰'æy�žm<Î¿ñ•̄ ~�ï¾ £rcòufùé��Ø¨Ú],¾Q”vaL/É¹ë}�Ÿ•
ß�5ù—••á*Œ(

ßx��A ⇓ßÄôå´G%0b�“ � °¡ �¨w•V �÷�“&¹©<¿Ï Eö›.�í€_ i›

ß� �w ÅPlÅú« 4 ã}i Ç%~� “¿› I; ™ô⇓ß zÙs� qú Å¶ kóMÆA¹)±r
ß�s«4��ý› ™
•9 ‡�?�Ýpa’.ý€ �$ : «=. r�˜� 
 ¿ñtCÕhê|m�Ïb�
ßñ�´x&M°¶Û^ò#¦uf˜gøŠ&�yj�ÕhëºLß¶§ØkÔgX/ Q³‚QBögúÉẼâÓ„
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that when η = 0, which implies the absence of  
nonlinearity, there will be a global power-law 

λdistribution for the data, going as φ(x) = (x/c) , 

regardless of  any non-zero value of α. The situation 

becomes quite different, however, when η ≠ 0. In this 

case, there will a saturation state for φ on extreme scales 
of  x, and this can be seen easily from Eq. (1) itself, from 

−1/αwhich the limiting value of φ is obtained as φ =  η .

3. Fitting the Model

The parameters α, λ and η in the integral 
solution given by Eq. (2) can now be calibrated using 
the distribution of  links and nodes obtained from the 
Debian repository. The distribution network for 
incoming links has been plotted in Fig 1. The 
continuous straight line in this log-log plot indicates 
the purely power-law behaviour. While this gives a 
satisfactory description for the network distribution 
on intermediate scales of  x, there is a clear departure 
from the power law as x ?  8 . The solution given by 
Eq. (2) fits both the power law and the departure from 

it, for the values α = - 1, λ = - 2 and η = - 6. It would 

be very interesting to note here that the values of  α 

and λ remain unchanged when it comes to giving a 
model fit to the dependency distribution for outgoing 
links, as it has been plotted in Fig. 2. The only 

distinguishing factor here is the value of  η, set at η = 1. 

It should instructive here to make a 
theoretical examination of  the value of  _ obtained 
from the data, and its accompanying consequences. 
Some algebraic manipulations on Eq. (2), followed by 
a power-series expansion will lead to the series 

from which it is not difficult to see that a self-
contained and natural truncation for this series can 

only be achieved when α = - 1. It is remarkable that 
the Debian data conform to this fact, and in 

consequence of  this value of  α, Eq. (1) is reduced to 
being a linear, first-order, nonhomogeneous equation, 

with η actually playing the role of  a nonhomogeneity 
parameter.

54 "Pragyaan : Journal of nformation Technology" Volume 8 : Issue 1,  June  2010

Semantic network in a free-software computer operating system



1. Introduction

Scale-free distributions in complex networks 
have been very well studied by now [14]. The ubiquity 
of  scale-free properties is quite noteworthy, and spans 
across vastly diverse domains like (to name a few) 
theWorldWideWeb [5] and the Internet, the social, 
ecological, biological and linguistic networks [3], 
income and wealth distributions [6, 7], trade and 
business networks [8], and semantic networks [9]. 

It should occasion no surprise, therefore, that 
further developments have led to the discovery of  
scale-free features in the architecture of  computer 
software as well. A recent work [10] has shown that 
the structure of  object-oriented software is a 
heterogeneous network characterised by a power-law 
distribution. More in keeping with the purpose of  this 
present paper, an earlier work on complex networks in 
software engineering [11] had found evidence of  
power-law behaviour in the inter-package dependency 
networks in free and opensource software (FOSS). It 
is a matter of  common knowledge that when it comes 
to installing a software package from the open-source 
Debian GNU/Linux repository, many other packages  
— the “dependencies” — are also called for as 
prerequisites. This leads to a network of  these 
dependencies, and every such package may be treated 
as a node in a network of  dependency relationships. 
Each dependency relationship connecting any two 

Semantic network in a free-software computer 
operating system

Rajiv Nair_ and G. Nagarjuna*
Arnab K. Ray**

*Homi Bhabha Centre for Science Education, Tata Institute of  Fundamental Research, V. N. Purav Marg, Mankhurd, Mumbai 400088, India
**Department of  Physics, Jaypee Institute of  Engineering and Technology, A-B Road, Raghogarh, Guna 473226, Madhya Pradesh, India

ABSTRACT

A nonlinear model has been posited for the global analysis of  data pertaining to the semantic network of  a complex 
operating system (free and open-source software). While the distribution of  links in the dependency network of  this system is scale-free 
for the intermediate nodes, the richest nodes deviate from this trend, and exhibit a nonlinearity-induced saturation effect. This also 
distinguishes the two directed networks of  incoming and outgoing links from each other. The initial condition for a dynamic model, 
evolving towards the steady dependency distribution, determines the saturation properties of  the mature scale-free network.

Keywords: Networks; Nonlinear dynamics; Structures and organization in complex systems; Computer science

packages (nodes) is treated as a link (an edge), and 
every link establishes a relation between a prior 
package and a posterior package, whereby the 
functions defined in the prior package are called in the 
posterior package. This enables reuse (economy) of  
functions and eliminates duplicate development. As a 
result the whole operating system emerges as a 
coherant and stable semantic network [9]. However, 
unlike other semantic networks, the network of  nodes 
in the Debian repository is founded on a single relation 
spanning across all its nodes: Y depends on X; its 
inverse, X is required for Y.

So, given any particular node, its links (the 
relations with other nodes) can be of  two 
types—incoming links and outgoing links—as a result 
of  which, there will arise two distinct kinds of  directed 
network [3]. For the network of  incoming links, a 
newly-reported work [12] has empirically established 
the relevance of  Zipf's law and the conditions 
attendant on it [13] in open-source GNU/Linux 
distribution. Carrying further along these very lines, 
the present paper purports to study and model the 
finite-size effects in a FOSS network. There is a 
general appreciation that for any system with a finite 
size, the power-law trend is not manifested indefinitely 
[14, 15], and in the context of  the FOSS network, this 
is a matter that is recognised as one worthy of  a more 
thorough investigation [12]. Deviations from the 
power-law trend appear for both the heavily-linked 
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that when η = 0, which implies the absence of  
nonlinearity, there will be a global power-law 

λdistribution for the data, going as φ(x) = (x/c) , 

regardless of  any non-zero value of α. The situation 

becomes quite different, however, when η ≠ 0. In this 

case, there will a saturation state for φ on extreme scales 
of  x, and this can be seen easily from Eq. (1) itself, from 

−1/αwhich the limiting value of φ is obtained as φ =  η .

3. Fitting the Model

The parameters α, λ and η in the integral 
solution given by Eq. (2) can now be calibrated using 
the distribution of  links and nodes obtained from the 
Debian repository. The distribution network for 
incoming links has been plotted in Fig 1. The 
continuous straight line in this log-log plot indicates 
the purely power-law behaviour. While this gives a 
satisfactory description for the network distribution 
on intermediate scales of  x, there is a clear departure 
from the power law as x ?  8 . The solution given by 
Eq. (2) fits both the power law and the departure from 

it, for the values α = - 1, λ = - 2 and η = - 6. It would 

be very interesting to note here that the values of  α 

and λ remain unchanged when it comes to giving a 
model fit to the dependency distribution for outgoing 
links, as it has been plotted in Fig. 2. The only 

distinguishing factor here is the value of  η, set at η = 1. 

It should instructive here to make a 
theoretical examination of  the value of  _ obtained 
from the data, and its accompanying consequences. 
Some algebraic manipulations on Eq. (2), followed by 
a power-series expansion will lead to the series 

from which it is not difficult to see that a self-
contained and natural truncation for this series can 

only be achieved when α = - 1. It is remarkable that 
the Debian data conform to this fact, and in 

consequence of  this value of  α, Eq. (1) is reduced to 
being a linear, first-order, nonhomogeneous equation, 

with η actually playing the role of  a nonhomogeneity 
parameter.
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convergence of  _ towards a limit given by η = 1 (with 

α remaining unchanged at? 1). Thus, all other 

parameters (α and λ) remaining the same, nonlinearity 

(quantified by η) becomes a deciding factor in 
determining the character of  a dependency network.

With the measured values of  α = ? 1 and λ = 
? 2, as derived from the data for both types of  
network, the saturation properties in the network (for 

any value of  η) can, therefore, be expressed in a 
simplified form from Eq. (2) by the solution

The implications of  the foregoing result are 
striking. One of  these is that nonlinearity (or 
nonhomogeneity) sets a firm lower bound to the 
number of  the rich nodes in the saturation

FIG. 3: For the distribution of  all the links, irrespective 

of  their directional properties, the power-law fit of  λ 
= ? 2 is effective only on the intermediate scales. For 
larger values of  x, the departure from the fit is 
misleading. This region is better modelled in the way it 
has been shown in Figs. 1 & 2. A solitary top node is to 
be seen for x ? 9000. 

regime (corresponding to high values of  x), regardless 

of  any arbitrarily high value of  x, i.e. φ ? •¨  _ as x ? •¨  
•‡ . This obvious deviation from the power-law regime 
enables a few top nodes in the network of  outgoing 
links to get disproportionately rich, as shown in Fig. 2, 
in a process that is somewhat reminiscent of  Bose-
Einstein condensation in complex networks [17, 18]. 
The situation is quite the opposite for the network of  
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incoming nodes, as Fig. 1 shows, where the top nodes 
ought to have accreted more links if  a pure power law 
were to have been followed. The crucial qualitative 
result of  all this is that nonlinearity also serves to 
distinguish the directional characteristics of  a 
network, depending on the value and especially the 

sign of  η. And this affords an unambiguous 
quantitative means to differentiate between networks 
of  incoming and outgoing links. Otherwise a 
simplistic distribution of  all nodes and links taken as a 
whole, without accounting for the directedness of  the 
links, can lead to a misleading picture, as it has been 
shown in Fig. 3. A scale for the onset of  the 
nonlinearity-driven saturation effects can also be 
ascertained by requiring the two terms on the right 
hand side of  Eq. (4) to be in rough equipartition with 
each other. This will yield the saturation scale in the 

- 1/2distribution network as xsat ∼ c\η\ . The Debian 
data indicate that roughly the top 1% of  the nodes fall 
within this scale, with the package libc6 seeming to be 
the most profusely connected node (having 9026 
links) in the entire network. 

Some very weakly-linked nodes (for small 
values of  x) may also be noticed in Figs. 1 & 3. These 
nodes deviate from the power-law solution as well. 
The present literature in the domain of  econophysics, 
where all relevant data distributions are nearly the 
same as what has been shown here, indicates that the 
distribution of  such feeble nodes might very well be 
theoretically modelled by a Boltzmann-Gibbs or a log-
normal distribution [6, 1922], below a certain lower 
cut-off  value of  x (the lower limit of  the range of  the 
power-law regime).

4. Dynamic Evolution

The FOSS network is not a static entity. 
Rather it is a dynamically evolving network, 
undergoing continuous additions (even deletions) and 
modifications across several generations of  Debian 
releases, contributed by the community of  free-
software developers. So any realistic model should 
account for this evolutionary aspect of  the network 
distribution. And indeed, by now many theoretical 
models [2325] have afforded varied insight into the 
general question of  dynamic evolution of  networks. It 
has also been demonstrated conclusively that scale-
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convergence of  _ towards a limit given by η = 1 (with 

α remaining unchanged at? 1). Thus, all other 

parameters (α and λ) remaining the same, nonlinearity 

(quantified by η) becomes a deciding factor in 
determining the character of  a dependency network.

With the measured values of  α = ? 1 and λ = 
? 2, as derived from the data for both types of  
network, the saturation properties in the network (for 

any value of  η) can, therefore, be expressed in a 
simplified form from Eq. (2) by the solution

The implications of  the foregoing result are 
striking. One of  these is that nonlinearity (or 
nonhomogeneity) sets a firm lower bound to the 
number of  the rich nodes in the saturation

FIG. 3: For the distribution of  all the links, irrespective 

of  their directional properties, the power-law fit of  λ 
= ? 2 is effective only on the intermediate scales. For 
larger values of  x, the departure from the fit is 
misleading. This region is better modelled in the way it 
has been shown in Figs. 1 & 2. A solitary top node is to 
be seen for x ? 9000. 

regime (corresponding to high values of  x), regardless 

of  any arbitrarily high value of  x, i.e. φ ? •¨  _ as x ? •¨  
•‡ . This obvious deviation from the power-law regime 
enables a few top nodes in the network of  outgoing 
links to get disproportionately rich, as shown in Fig. 2, 
in a process that is somewhat reminiscent of  Bose-
Einstein condensation in complex networks [17, 18]. 
The situation is quite the opposite for the network of  
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incoming nodes, as Fig. 1 shows, where the top nodes 
ought to have accreted more links if  a pure power law 
were to have been followed. The crucial qualitative 
result of  all this is that nonlinearity also serves to 
distinguish the directional characteristics of  a 
network, depending on the value and especially the 

sign of  η. And this affords an unambiguous 
quantitative means to differentiate between networks 
of  incoming and outgoing links. Otherwise a 
simplistic distribution of  all nodes and links taken as a 
whole, without accounting for the directedness of  the 
links, can lead to a misleading picture, as it has been 
shown in Fig. 3. A scale for the onset of  the 
nonlinearity-driven saturation effects can also be 
ascertained by requiring the two terms on the right 
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converge to the distribution given by Eq. (4), for t ?  
8 . In this regard the initial condition and its 

consequences are worth stressing. The evolution of  φ 

started with a homogeneous distribution, η, but 
during the evolution the entire network got 
dynamically self-organised in such a manner, that the 
eventual static scalefree distribution had its saturation 
properties determined by what the homogeneous 
initial field was like (at t = 0). And of  course, this also 
serves to characterise the directional properties 
among the links in the steady network.

While the solution given by Eq. (8) 
approaches the static scale-free distribution 
exponentially through time, another simple linear 
model described by (without altering the static 

condition implied by Eq. (5) in anyway)τφ = (∂φ/∂x) 
−λ λ-1λc x ,  gives, on applying the method of  

characteristics, a power-law type of  convergence 
λ

towards the static distribution, as φ(x, t) = η + (x/c)  -  
- λ λc [x + (t/τ)] , for λ = - 2 and t ?  8 . This diversity of  

modelling, as it frequently happens while studying the 
development of  complex structures [28], can suggest 
a precise direction for analysing data, and allow for a 
better understanding of  the governing mechanisms 
behind the dynamics.

5. Conclusion

The significance of  nonlinearity and 
saturation, as regards a quantitative characterisation 
of  the incoming and outgoing distribution in the 
Debian GNU/Linux network, has been cogently 
argued for. One might rightly expect to encounter 
similar features in other networks. And indeed, given 
the possibility that the entire network of  software 
packages in an operating system can be construed to 
be a cognitive (albeit nonautonomous) system, its 
characteristics can furnish a model that can shed light 
on much more complex but realistic autonomous 
cognitive systems, such as the human society, or even 
the human mind.
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